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Abstract

The vast increase in clinical data has the potential to bring
about large improvements in clinical quality and other
aspects of healthcare delivery. However, such benefits do
not come without cost. The analysis of such large datasets,
particularly where the data may have to be merged from
several sources and may be noisy and incomplete, is a
challenging task. Furthermore, the introduction of clinical
changes is a cyclical task, meaning that the processes under
examination operate in an environment that is not static.
We suggest that traditional methods of analysis are
unsuitable for the task, and identify complexity theory and
machine learning as areas that have the potential to
facilitate the examination of clinical quality. By its nature
the field of complex adaptive systems deals with
environments that change because of the interactions that
have occurred in the past. We draw parallels between health
informatics and bioinformatics, which has already started to
successfully use machine learning methods.
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Introduction

Motivation

The drive to electronically archive and store progressively
more healthcare data is both a boon and a potential danger.
Data as varied as individual health records, hospital episode
statistics, general practitioner death rates and levels of diet
and health in the population as a whole are now routinely
recorded [1,2]. Dealing with large datasets is not easy, and
the challenge of finding ways in which to automatically
analyse this data should be a major area of research in health
informatics.

However, the benefits of having such data available are
obvious – successful analysis can inform future decisions. In

this paper we focus on the area of clinical quality, which is
of fundamental importance in healthcare delivery. The
improvement in clinical quality follows a development
cycle; current practice is reviewed using hard and soft
methods of data analysis, and various improvements are
considered and, if appropriate, implemented. This amended
practice is then reviewed and the cycle iterates.

The analysis of data is key in this cycle. Some of the
difficulties lie in the heterogeneous nature of the problem –
the culture and politics of the institution play a large role, as
does the question of whose quality is being considered; an
individual patient does not want to be a waiting list statistic,
while a hospital manager has to trade this off against having
empty beds. This question of whose quality also highlights
the difference between patient-centred clinical quality and
clinical policy, which is targeted on the needs of the
population as a whole. This difference has analogies with the
difference between microeconomics and macroeconomics.
Furthermore, the feedback inherent in the cycle, as failures
in current practice drive the adoption of new procedures
means that the environment that is being analysed is not
static.

However, practical data considerations are also a
considerable difficulty. Data held by different sources may
well have been coded differently, and even different data
recorded. In addition, the stored data is liable to be noisy
(that is, to contain inaccuracies), contains a mixture of
correlated and uncorrelated variables with the correlation not
being known a priori, and has missing data. The sheer
quantity of data means that any methods that are used must
be entirely automatic, as any human intervention will take an
incredibly long time.

Current Methods are Not Enough

Current statistical approaches to clinical quality and
performance are under-developed [3]. Statistical process
control methods from operational research have been applied
to the surveillance of clinical quality [4]; we have suggested



that this approach might be valuable in some situations but
will often be an over-simplification of clinical systems [5].
Noting the absence of research in this area, we suggest that
adaptive approaches should be sought for the surveillance of
problematic patterns in clinical systems, mainly because
there is implicit and facilitated (e.g., audit) feedback between
observed clinical outcomes, interventions and the
organisation and delivery of healthcare.

As substantial change over time is inevitable in clinical
environments, unlike in highly controlled industrial
processes, we doubt the appropriateness of models of
analysis of clinical quality that are fixed with respect to time.
Some time-referenced analyses, usually of policy changes
such as the introduction of new therapeutic guidance [6],
have used linear methods such as interrupted time-series,
which may be appropriate for simple overview questions. If
the unit of surveillance is to be the healthcare worker, the
clinical team or some other set thereof, then the process of
surveillance will usually involve many changes, some
interacting, over time. For example, the introduction of
incentives for primary care physicians to treat a greater
proportion of depressed patients via behavioural rather than
drug therapies might affect the classification of patients as
depressed, the proportion of patients treated from a certain
socio-economic group, the amount of information recorded
in clinical records, and the waiting time for access to
behavioural therapy; all of which may interact with one
another differently over time.

It is therefore reasonable to assume that there are non-linear
relationships between these commonplace factors of
healthcare and health outcomes. Fixed models of
surveillance and linear reduction of complex clinical
environments are therefore unlikely to be adequate methods
for measuring clinical quality and performance.

Complex Problems Need Complex Solutions

Other areas, most notably in recent years bioinformatics,
have faced the same difficulties of dealing with very large
quantities of noisy data, for example from gene expression
microarrays or protein sequence analysis. Rather than simply
looking at common statistical methods bioinformatics has
formed a symbiotic relationship with machine learning and
artificial intelligence – information analysis needs in
bioinformatics can drive theoretical development in machine
learning [7,8,9]. We believe that a similar relationship
should be fostered between health informatics and machine
learning, and we describe how such methods can be of
benefit for clinical quality.

We describe two areas of study that seem particularly
suitable. The first is that of complex adaptive systems.
Complexity theory, the theory of such systems, is relatively
new, although it has its origins in the work of Prigogine on

non-equilibrium thermodynamics [10,11]. Complex adaptive
systems are comprised of groups of interacting agents. The
agents themselves can learn and adapt to changes in their
environment, and their interactions with the other agents in
the model are controlled by rules. The key feature of such
systems is emergence - high-level organisation arising from
the relatively simple interactions of the agents.

Our second area is machine learning, a subset of artificial
intelligence that is concerned with adaptive learning. While
there has been some interest in machine learning for various
aspects of medical data, particularly the analysis of medical
images and signals [12,13] and the automatic diagnosis of
patients [14,15,16], we are proposing that machine learning
methods should also be considered for the analysis of many
types of health data.

Complex Adaptive Systems

Introduction to Complex Adaptive Systems

Complexity theory, the study of complex adaptive systems,
argues that it is the interactions between ‘agents’ that is
important. This differs from the standard reductionist
methods, where the component parts are each examined in
isolation, so that the interactions are not considered at all.

The agents in the complex adaptive systems can be as simple
as individual neurons within a brain and as complex as
companies competing for business, but it is the underlying
interactions that produce overall behaviour that is far more
complicated than that of any individual agent. For example,
in essence a neuron simply integrates the inputs from
incoming synapses and, if those inputs are above some
threshold, ‘spikes’, sending an impulse along outgoing
synapses. Yet nothing more than a conglomeration of such
interacting neurons produces human intelligence.

Again, vastly complex human societies, for example
economies, arise from the interactions of individual people
going about their everyday lives, buying and selling goods in
order to satisfy their needs. As can be seen in this second
example, the agents themselves can adapt and change to
their environment, learning from past experience and
tailoring their responses based on their knowledge. Rather
than passively responding to events, they take advantage of
any knowledge that they acquire.

The key feature of complex adaptive systems, then, is the
emergence of global patterns from the local interactions
between agents, a property often described as self-
organisation; local interactions between agents that are close
together leads to the emergence of global orderings. In
interesting systems the global patterns cannot be predicted in
advance; even relatively simple rules provide very varied, or



even chaotic, behaviour; see for example cellular automata
[16,17].

Complex Adaptive Systems for Health Informatics

So what can health informatics learn from complexity
theory? The first and most obvious point is that any
healthcare environment is a complex adaptive system,
comprised of many multi-layered and varied interactions
between agents such as patients, doctors and nurses.  Models
of these interactions can aid in the understanding of the
dynamics between healthcare professionals, and can look at
how these interactions vary when systems are changed. This
can complement other research, for example looking at the
introduction of computer-based clinical information systems
[18].

However, complex adaptive systems can lead to insights in
many other places. For example, in the introduction it was
pointed out that the cycle of clinical quality review and
improvement meant that the environment in which clinical
care is given changes. This is hard to model using more
traditional methods, but complex adaptive systems evolve
continuously and are hence inherently dynamic.
Furthermore, the feedback cycles in the system can be
identified and studied.

Other places where complex adaptive systems can be
usefully employed in health informatics include:

• Disease spread modelling [19]
• Choice modelling [20]
• Population level action against disease [19]
• Management [21]

Proposed Research

As this very brief overview has shown, there are many areas
in healthcare where understanding the interactions between
agents is crucial to understanding the underlying processes,
and where the environment under study is varying over time.
This means that traditional methods of analysis, such as
statistical modelling, are not suitable.

Theory from complex adaptive systems could be used to
model and investigate these interactions. As yet, there has
been little or no work in this area, yet the potential benefits
are huge.

Machine Learning

Machine learning and artificial intelligence have already
been used in areas such as disease diagnosis and the analysis
of medical images and signals. However, we believe that the
application of machine learning techniques is significantly
underdeveloped in general health informatics, and especially
in the area of clinical quality. The successes that have been

had applying techniques from this area to bioinformatics
suggests that that there is much scope for investigation in the
area.

Typical machine learning methods adapt to more closely
model any data that they are presented with. In this way they
can actually be used to model the individual adaptive agents
within a complex adaptive system, but in addition, they are
useful in their own right. Other applications of machine
learning include identifying the dominant features, or
combinations of features, that affect the outcomes of a
process and performing adaptive regression and
classification. For a review of methods, see for example
[22,23].

Machine Learning in Health Informatics

An example of the benefits of machine learning techniques
for clinical quality analysis can be seen in [4]. In that paper
they consider the question of detecting abnormal death rates
among general practitioners based on features such as age,
gender and quarterly capitation figures for age group and
locality by using Statistical Process Charts (SPC).

When data about a particular practitioner is found to be
abnormal by the SPC it is analysed by hand and additional
factors are taken into consideration. Clearly, such a process
can only be considered for small-scale studies. Machine
learning techniques such as novelty detection [24,25] could
be usefully employed in such problems [5]. Novelty
detectors have been employed in diagnostic systems, most
notably the detection of masses in mammograms. The
novelty detector learns a model of ‘normality’ for example,
mammograms that have been inspected and do not show any
examples of masses. In operation the filter then highlights
any input that differs in some way from those that have been
seen previously; for an overview see [25].

Proposed Research

There are a huge number of machine learning methods
available to the health informatician. In addition to the
methods mentioned above, of particular interest to health
informatics are methods that identify connections between
input features and suggest networks of interaction, such as
Bayesian networks [26], and principled methods of
dimensionality reduction such as Principal Component
Analysis [27], Independent Component Analysis [28] and
Local Linear Embedding [29].

A suitable program for research will critically examine those
places where standard statistical techniques are used now
and will ask whether or not they are appropriate, or whether
non-linear methods of learning should be used, in
conjunction with methods of choosing suitable input features
using correlation analysis and dimensionality reduction.



Discussion and Conclusions

The amount of clinically-relevant data that is produced and
stored is growing day by day, and finding methods of
reliably analysing this data automatically is one of the major
tasks of health informatics. In this paper we have identified a
number of problems that make traditional methods of
statistical modelling unsuitable:
• large, noisy datasets with missing entries
• mixture of quantitative and qualitative data
• data with low time granularity, but high space

granularity
• dynamic cycles with feedback loops
• large numbers of interacting agents with many multi-

level and varied interactions
• complex (non-linear) interactions between features that

are not known a priori.

We have then gone on to propose that the solutions to these
methods can be found in the fields of complex adaptive
systems and machine learning.  Complex adaptive systems
explicitly model the interactions between groups of learning
agents, with the overall behaviours of the system emerging
from these interactions. In this way we can identify feedback
cycles, and examine whether or not stable solutions emerge
from the interactions of the agents from the system is
perturbed from equilibrium.

While machine learning has been used for medical tasks,
such as the detection of masses in mammograms and
classification, the extension to clinical quality data has been
lacking. We have shown that it has benefits over statistical
methods such as Statistical Process Charts in that the
features that will be used as inputs do not need to be selected
as carefully, and have highlighted novelty detection as one
method that would be particularly useful for highlighting
deviations from good clinical practice. Furthermore, we have
pointed out the importance of dimensionality reduction, in
order to reduce the computational costs and difficulty in
dealing with the data, and Bayesian networks for learning
the links between sets of correlated inputs and outputs from
a model.

In addition, we have drawn parallels between health
informatics – which is now having to deal with the problem
of turning data into useful information that can be used to
improve clinical quality – with bioinformatics, which has
built up a symbiotic relationship with machine learning over
the past few years, and which suffers from many of the same
problems – large amounts of noisy data, feedback cycles
between genes, and a shortage of temporal resolution.

The intelligent application of complex adaptive systems and
machine learning to clinical data has the potential to
revolutionise health informatics. In this paper we have
suggested a few areas that are particularly suited to these

methods and identified some potential techniques. Bringing
this about is the task of the wider community.
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