
Math 442

Exercise set 5

1. Let  be a  inner product space. Prove the so-called :I complex polarization identity

ÐaBß C − IÑ %ØBß CÙ œ Ð B  C � B � C Ñ  3Ð B  3C � B � 3C Ñl l l l l l l l# # # # .

2. Deduce from the previous question that, if  is a normed space for which theI real 
“Apollonian identity”

ÐaBß C − IÑ B  C  B � C œ # B  # Cl l l l l l l l# # # #

holds, then the norm may be derived from a real inner product in .I
[It is easy to guess what the inner product ought to be, but showing that it is  inadditive

the first variable requires ingenuity. It is not at all obvious how to do it.]

3. Deduce further from the polarization identity that if  is a  normed space forI complex
which the Apollonian identity holds, then the norm may be derived from a (complex, i.e.
Hermitian) inner product in .I

[Exploit — and assume, if necessary — the previous question. You have already defined a
real inner product on ; has it any properties with respect to multiplication by  in ?]I 3 I

4. Suppose that  is an inner product space. A linear mapping  isI W − PÐIàIÑ
described as  if, for all , . Show that, when  is askew-adjoint Bß C − I ØWBß CÙ œ �ØBß WCÙ I
real inner product space, the real-linear mapping  will be skew-adjoint if and only if, for allW
B − I ØWBß BÙ œ !, .

If, on the other hand,  is a complex inner product space and  is a I W À I IÒ complex
linear mapping, prove that it will be skew-adjoint if and only if  is purely imaginaryØWBß BÙ
for all .B − I

5. A complex-valued function is described as C  if both its real and its imaginary parts∞

are C  as real-valued functions. Let  be the complex vector space of functions ∞ I ‘ Ò ‚

that are C  in this sense and periodic with period  (the linear operations are to be defined∞ #1
pointwise). Define an inner product on  byI

Ø0ß 1Ù ³ 0Ð>Ñ1Ð>Ñ .> ß(
!

#1

and let  be the linear operator given byH À I IÒ

Ða> − Ñ ÐH0ÑÐ>Ñ ³ 0 Ð>Ñ Þ‘
w

Show that the differentiation operator  is skew-adjoint; and find its image and its kernel.H

6. Prove that the inner-product space  of the previous exercise is  a Hilbert space.I not
[The easiest proof is probably  one that shows directly that it is metrically incomplete! Seenot
the previous question.]
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7. A set  in any (real or complex) vector space is  if, whenever  andU +ß , − Uconvex
> − Ò!ß "Ó >+  Ð" � >Ñ, − U, then  too. (What this means geometrically is that, together

with any two of its points,  must contain the whole straight-line segment between them.) AnU
extreme point of a convex set  is a point  that cannot be an interior point of any lineU B − U
segment in ; formally, this meansU

Ða+ß , − UÑÐa> − Ð!ß "ÑÑ B œ >+  Ð" � >Ñ, B œ + œ , ÞÖ

Now suppose that  is a Hilbert space. The of  isL Lclosed unit ball 
O ³ ÖB − L À B Ÿ "× O B − Ol l . Show that  is convex, and that a point  is an extreme

point of  if and only if .O B œ "l l
8. Let  be two closed convex subsets of a Hilbert space , and suppose thatG ßG L" #

B Â G ∪ G C − G C − G" # " " # #. Prove that there are unique points ,  such that

l l l l l l l lB � C  B � C œ Ö B � D  B � D À D − G D − G ×" # " # " " # #
# # # #inf & .

9.  Let  be any subset of the Hilbert space . Prove that  is the closure of(a) E L ÐE Ñ¼ ¼

the linear span of  [which was, for convenience, sometimes denoted  in the notes.]E ÐEÑA

  Prove that a finite-dimensional vector subspace of a Hilbert space is necessarily(b)
closed. [The same is true in any Hausdorff topological vector space, but the proof is long.]

10. Let  be any Banach space. Recall that an indexed subset  of  isI ÖB À − E× Iα α

said to have the  if, for any , there is a finite subset  of  suchunordered sum B − I 0 ! H E%

that, whenever  is a finite subset of  and , . [The point ofG E H © G B � B 2½ ½�
α

α−G
%

this definition is twofold. Firstly, only  sums in  make algebraic sense. Secondly, if finite I E
is not a subset of , there is no obvious way of taking the limit of a sequence of sums.]	

Prove that  has an unordered sum if and only if it satisfies the “CauchyÖB À − E×α α

condition” that, for every , there is a finite subset  of  such that, for any finite% 0 ! H E

subset  of  disjoint from , . Show also that, in that case, the setF E H B 2½ ½�
α

α−F
%

U ³ Ö − E À B Á !×α α  is (finite or) countable, and that, if it is indexed in any way as a
(finite or infinite) sequence , the corresponding series Ö;Ð"Ñß ;Ð#Ñßá× B�

8œ"

∞
;Ð8Ñ

converges to . [“Only if” is fairly easy. For “if”, take a specific arrangement of  as aB U
sequence and show that the Cauchy condition forces the series to converge to a sum that can
be taken for “ ”. The moral is that “unordered sums” are, except for zeros, sums of series thatB
have the property of remaining convergent, and with the same sum, no matter how they are
rearranged: the so-called “unconditionally convergent” series.]


