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Math 442

Exercise set 5 — solutions

1. Directly from the definition of the norm, for any ,Bß C − I

l l
l l

l l l l
l l

B � C œ ØB � Cß B � CÙ œ ØBß BÙ � ØBß CÙ � ØCß BÙ � ØCß CÙ ß

B 
 C œ ØBß BÙ 
 ØBß CÙ 
 ØCß BÙ � ØCß CÙ ß

‡ B � C 
 B 
 C œ #ÐØBß CÙ � ØCß BÙÑ œ %dÐØBß CÙÑ Þ

#

#

# #

and so

( ) Hence,

B � C 
 B 
 C � 3Ð B � 3C 
 B 
 3C Ñ

œ #ÐØBß CÙ � ØCß BÙÑ � #3ÐØBß 3CÙ � Ø3Cß BÙÑ

œ #ÐØBß CÙ � ØCß BÙÑ � #3Ð
3ØBß CÙ � 3ØCß BÙÑ œ %ØBß CÙ Þ

# # # #l l l l l l

 2. Granted that the Apollonian identity holds, define tentatively for Bß C − I

ØBß CÙ ³ B � C 
 B 
 C"
%

# #ˆ ‰l l l l (1)

(which must be true, by ( ), if the norm does come from a real inner product). We must prove‡
that , as so defined, is an inner product.Ø ß Ù

Firstly, , which was 8.11  Secondly, , so that 8.11 , ØBß CÙ œ ØCß BÙ ØBß BÙ œ B(a). (c) (d)l l#
are automatic. Neither of these properties requires the Apollonian identity. The difficulty is
with linearity in the first argument, 8.11 .(b)

Let . Then, using the Apollonian identity,Bß Cß D − I

l l l l l l l lˆ ‰ ˆ ‰l l l l l l l lˆ ‰ ˆ ‰l l l l l l l l
l l l l l l

B � C � D � D � B 
 D � C 
 D

œ B � C � #D � B � C � B � C 
 #D � B 
 C

œ B � C � #D � B � C 
 #D � B � C � B 
 C

œ B � C � % D � B

# # # #

" "
# #

# # # #

" "
# #

# # # #

# # # #� C Þl l (2)

Since the expression (2) is unchanged if  is substituted by ,D 
D

l l l l l l l l
l l l l l l l l

B � C � D � D � B 
 D � C 
 D

œ B � C 
 D � 
D � B � D � C � D ß

# # # #

# # # #

from which, after cancellation and rearrangement,

l l l l l l l l l l l lB � C � D 
 B � C 
 D œ B � D 
 B 
 D � C � D 
 C 
 D ß# # # # # #

that is, by (1),

ØB � Cß DÙ œ ØBß DÙ � ØCß DÙ Þ (3)

To complete the proof of linearity in the first argument, we must show Ø Bß CÙ œ ØBß CÙ- -
for any  and . If , this is true:- ‘ -− Bß C − I œ 
"
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Ø
Bß CÙ œ 
 B � C 
 
B 
 C œ 
 B � C � B 
 C œ 
ØBß CÙ" "
% %

# # # #ˆ ‰ ˆ ‰l l l l l l l l .

Consequently, we need only consider  By induction from (3),nonnegative .-

Ø7Bß CÙ œ 7ØBß CÙ 7 − Bß C − Ifor , .�

Substituting  by , we deduce that , . PuttingB B ØBß CÙ œ 7Ø Bß CÙ Ø Bß CÙ œ ØBß CÙ" " " "
7 7 7 7

these facts together,  for any positive rational . However, (1)Ø Bß CÙ œ ØBß CÙ 7Î87 7
8 8

implies that  is continuous (as a function of two variables, but we only need continuity inØ ß Ù
the first variable); thus the equality  which has been established forØ Bß CÙ œ ØBß CÙ- -
positive rational  must also be valid for all nonnegative real . This completes the proof.- -

3. If  is a  normed space in which the Apollonian identity holds, then theI complex
previous exercise constructs a  inner product (that is to say, it is real-valued, symmetricreal
and positive definite, and linear in the first argument with respect to  scalars), which Ireal
shall call . Notice that, for any ,Ø ß Ù Bß C − I‘

%ØBß 3CÙ œ B � 3C 
 B 
 3C œ 3Ð
3B � CÑ 
 Ð
3ÑÐC � 3BÑ

œ C 
 3B 
 C � 3B œ 
%ØCß 3BÙ Þ

‘

‘

l l l l l l l l
l l l l

# # # #

# # (4)

Therefore, for any , , so that . (5)B − I ØBß 3BÙ œ 
%ØBß 3BÙ ØBß 3BÙ œ !‘ ‘

Using the hint provided by the polarization identity, define for Bß C − I

ØBß CÙ ³ ØBß CÙ � 3ØBß 3CÙ Þ‚ ‘ ‘ (6)

Because of (5), . So  is positive definite, 8.11  and , as in theØBß BÙ œ ØBß BÙ Ø ß Ù‚ ‘ ‚ (c) (d)
previous exercise. Also

ØCß BÙ œ ØCß BÙ � 3ØCß 3BÙ œ ØBß CÙ 
 3ØBß 3CÙ ß‚ ‘ ‘ ‘ ‘

by symmetry of  and (4). So  is Hermitian, 8.11 . But alsoØ ß Ù Ø ß Ù‘ ‚ (a)

ØB � Cß DÙ œ ØB � Cß DÙ � 3ØB � Cß 3DÙ

œ ØBß DÙ � ØCß DÙ � 3ØBß 3DÙ � 3ØCß 3DÙ œ ØBß DÙ � ØCß DÙ ß
‚ ‘ ‘

‘ ‘ ‘ ‘ ‚ ‚

so it only remains to prove that, for any  scalar  and any ,complex - Bß C − I
Ø Bß CÙ œ ØBß CÙ- -‚ ‚ . Now, from (6) and (4) and symmetry,

Ø3Bß CÙ œ Ø3Bß CÙ � 3Ø3Bß 3CÙ œ 
ØBß 3CÙ 
 3Ø3 Bß CÙ

œ 3 ØBß CÙ � 3ØBß 3CÙ Ñ œ 3ØBß CÙ ß
‚ ‘ ‘ ‘ ‘

‘ ‘ ‚

#

� �
whilst, for ,  directly from (6). Linearity for all complex scalars- ‘ - -− Ø Bß CÙ œ ØBß CÙ‚ ‚

follows in the obvious way.

4. Consider first the real case. Then, if  is skew-adjoint,W

ØWBß BÙ œ ØBß WBÙ œ 
ØBß WBÙ

and, therefore, must be . On the other hand, if  for all , then for all ! ØWBß BÙ œ ! B Bß C − I
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! œ ØWÐB � CÑß B � CÙ œ ØWBß BÙ � ØWBß CÙ � ØWCß BÙ � ØWCß CÙ

œ ØWBß CÙ � ØWCß BÙ ß Ø ß Ùsince  is symmetric;

this establishes that  is skew-adjoint.W

In the complex case, , so that  is purelyØWBß BÙ œ 
ØBß WBÙ œ 
ØWBß BÙ ØWBß BÙ
imaginary. Conversely, if  is purely imaginary for every , then as beforeØWBß BÙ B − I

ØWÐB � CÑß B � CÙ œ ØWBß BÙ � ØWBß CÙ � ØWCß BÙ � ØWCß CÙ

is purely imaginary, but as  and  are too, it follows that ØWBß BÙ ØWCß CÙ ØWBß CÙ � ØWCß BÙ
must be purely imaginary for all . SoBß C

! œ dØWBß CÙ � dØWCß BÙ œ dØWBß CÙ � dØWCß BÙ œ dØWBß CÙ � dØBß WCÙ Þ

That is,  for all . However,dØWBß CÙ œ 
dØBß WCÙ Bß C

eØWBß CÙ œ 
dÐ3ØWBß CÙÑ œ 
dØWÐ3BÑß CÙ œ dØ3Bß WCÙ

œ dÐ3ØBß WCÙÑ œ 
eØBß WCÙ Þ

by above

Thus, the equality  holds (as it holds for real and imaginary partsØWBß CÙ œ 
ØBß WCÙ
separately).

5. For ,0ß 1 − I

ØH0ß 1Ù œ 0 Ð>Ñ1Ð>Ñ .> œ 0Ð>Ñ1Ð>Ñ 
 0Ð>Ñ1 Ð>Ñ .> Þ( ( ‘
! !

# #
w w

!

#
1 1

1

Since  and  are periodic with period , the first expression vanishes, and, of course, the0 1 #1
derivative of the conjugate is the conjugate of the derivative, so that

ØH0ß 1Ù œ 
 0Ð>Ñ1 Ð>Ñ .> œ 
Ø0ßH1Ù Þ(
!

#
w

1

For  to belong to the kernel of , , which means that  is constant. So ker  is0 H 0 œ ! 0 Hw

one-dimensional, and consists only of the constant functions.
For  to be in the image of , it must be the derivative of a C  function with period :1 H #∞ 1

1 œ 0 1Ð>Ñ .> œ 0 Ð>Ñ .> œ 0Ð# Ñ 
 0Ð!Ñ œ !w

! !

# #
w. Thus . It is clear that this condition( (1 1

1

is sufficient as well as necessary, since it ensures that any indefinite integral of  is C  and1 ∞

periodic with period . Thus,  consists exactly of the C  functions that are periodic# HÐIÑ1 ∞

with period  and have zero integral over a period. (Notice that it is in fact of codimension#1
" H HÐIÑ I — indeed, ker  and  are complementary subspaces of .)

[This very elementary example has remarkable generalizations.]

6. I claim that the graph of  is closed in . Suppose, in fact, that  isH I ‚I ÐÐ0 ßH0 ÑÑ8 8

a sequence in  which converges in  to . ThenKÐHÑ I ‚ I Ð0ß 1Ñ

0 Ä 0 I H0 Ä 1 I8 8in , in .

Take any , and then from ex. 52 − I
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ØH0 ß 2Ù Ä Ø1ß 2Ù ß ØH0 ß 2Ù œ 
Ø0 ßH2Ù Ä 
Ø0ßH2Ù œ ØH0ß 2Ù ß8 8 8

so that , or . As this is true for any , it follows thatØ1ß 2Ù œ ØH0ß 2Ù Ø1 
 H0ß 2Ù œ ! 2 − I
1 œ H0 2 ³ 1 
H0 Ð0ß 1Ñ − KÐHÑ (we could take , for instance). But this tells us that .

Therefore, the limit in  of a sequence in  that converges in  itselfI ‚I KÐHÑ I ‚ I
belongs to , or  is closed in .KÐHÑ KÐHÑ I ‚ I

If  is a Hilbert space, the closed graph theorem will apply, and we may conclude that I H
is continuous as a linear mapping from  to . However, it manifestly is  continuous. ForI I not
instance, consider the function , with . We know= ³ Ð8>Ñ 8 −8 sin �

l l l l( (= œ Ð8>Ñ .> œ ß H= œ 8 Ð8>Ñ .> œ 8 Þ8 8
# #

! !

# #
# # # #

1 1

sin cos1 1

So  is not a bounded linear map. (Equivalently, , but .) ThisH = Î8 Ä ! HÐ= Î8Ñ Äy !8 8

shows that  cannot be a Hilbert space.I
[It is possible, and not very hard, to give explicit examples of Cauchy sequences in  thatI

have no limit in , but they are not so easy to justify.]I

7.  If , and , then(a) +ß , − L , Á !

! Ÿ + 
 œ + 
 ,ß + 
 ,
Ø+ß ,Ù, Ø+ß ,Ù Ø+ß ,Ù

, Ø,ß ,Ù Ø,ß ,Ù

œ Ø+ß +Ù 
 
 � Ø,ß ,Ù
Ø+ß ,ÙØ,ß +Ù Ø+ß ,ÙØ+ß ,Ù Ø+ß ,ÙØ+ß ,Ù

Ø,ß ,Ù Ø,ß ,Ù Ø,ß ,ÙØ,ß ,Ù

œ Ø+ß +Ù 

Ø+ß ,Ù

Ø,

¿ ¿l l ¤ ¥

k k

#

#

#

ß ,Ù Ø+ß ,ÙØ,ß +Ù œ Ø+ß ,Ù

Ø,ß ,Ùas  is real and

 .k k#
It follows that , which is in effect the Cauchy-Schwartzk k l l l lØ+ß ,Ù Ÿ Ø+ß +ÙØ,ß ,Ù œ + ,# # #

inequality. But the proof shows that this inequality will be an equality if and only if

¿ ¿l l l l+ 
 œ ! ß + œ ,
Ø+ß ,Ù, Ø+ß ,Ù

, ,# #i.e. ,

which says that  is  scalar multiple of  — and, conversely, if  for some scalar+ , + œ ,some .
. ., then , so that the inequality will be an equality if  is  scalar multipleØ+ß ,ÙÎØ,ß ,Ù œ + any
of . It is also an equality if . These two cases may be condensed into the condition that, , œ !
+ , and  are linearly independent.

(b) The inequality  results from the chain of inequalitiesdØ+ß ,Ù Ÿ + ,l ll l
dØ+ß ,Ù Ÿ Ø+ß ,Ù Ÿ + , Þk k l ll l

For it to become an equality, both these inequalities must be equalities. This is true if ,, œ !
when  is indeed a real nonnegative multiple of ; so we may as well assume . The, + , Á !
second inequality, as we have seen, is an equality if and only if  is a scalar multiple of ,+ ,
+ œ ,- . Then

dØ+ß ,Ù œ Ðd ÑØ,ß ,Ù ß Ø+ß ,Ù œ Ø,ß ,Ù ß- -k k k k
and (since ) they are equal only if ; which, in turn, will be so if and onlyØ,ß ,Ù . ! d œ- -k k
if  is real nonnegative.-
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8. Suppose that  and . ThenBß C − O ! Ÿ > Ÿ "

l l l l l l l l l l>B � Ð" 
 >ÑC Ÿ >B � Ð" 
 >ÑC œ > B � Ð" 
 >Ñ C

Ÿ >Þ" � Ð" 
 >ÑÞ" œ " ß

so that  too. This proves that  is convex.>B � Ð" 
 >ÑC − O O

Certainly  and  is not an extreme point (take any  with , and then! − O ! + − O + Á !

+ − O ! œ + � Ð
+Ñ ! 
+ + and , so that  is an interior point of the segment from  to ." "

# #

Next, suppose  and ; then , so that . But, − O ! 0 , 0 " œ " − O
, ,

, ,
l l ¾ ¾l l l l

, œ , � Ð" 
 , Ñ! , ,Î ,
,

,
l l l l l ll l ;  is an interior point of the segment from 0 to .

We have now shown that an extreme point of , if any exist, must have norm exactly .O "
Let , , and . In that case , , and+ß , − O + Á , > − Ð!ß "Ñ + Ÿ " , Ÿ "l l l l

" œ >+ � Ð" 
 >Ñ, Ÿ > + � Ð" 
 >Ñ , Ÿ "l l l l l l
is only possible (granted that  and ) if . However, then> . ! " 
 > . ! + œ , œ "l l l l

l l

l l l ll l

>+ � Ð" 
 >Ñ, œ Ø>+ � Ð" 
 >Ñ,ß >+ � Ð" 
 >Ñ,Ù

œ > Ø+ß +Ù � >Ð" 
 >ÑÐØ+ß ,Ù � Ø,ß +ÙÑ � Ð" 
 >Ñ Ø,ß ,Ù

œ > Ø+ß +Ù � #>Ð" 
 >ÑdØ+ß ,Ù � Ð" 
 >Ñ Ø,ß ,Ù

Ÿ > + � #>Ð" 
 >Ñ +

#

# #

# #

# # , � Ð" 
 >Ñ ,

œ Ð> + � Ð" 
 >Ñ , Ñ œ " ß

# #

#

l ll l l l
where the intermediate inequality derives from the Cauchy-Schwartz inequality; but it must,
therefore, be an equality,  (recall again that ). This, in turn, dØ+ß ,Ù œ + , >Ð" 
 >Ñ . !l ll l
is only possible if  and  are positive scalar multiples of each other (question 7 above). But,+ ,
if  and  and , necessarily  and .- - -. ! + œ , + œ , œ " œ " + œ ,l l l l

This proves that, if ,  cannot be an interior point of any line segment in ; anyl lB œ " B O
point of the “sphere”  is an extreme point of .ÖB − L À B œ "× Ol l

9. There are several ways of doing this. One is to imitate, with obvious alterations, the
proof of the standard result 13.3. But it is more economical to use 13.3 itself, as follows. Let
I L ŠL L ‚L be the direct sum Hilbert space  or , with the inner product

ØÐBß CÑß Ð+ß ,ÑÙ ³ ØBß +Ù � ØCß ,ÙŠ

(which is trivially an inner product, and induces the norm ).l l l l l lÉÐBß CÑ ³ B � CŠ
# #

Then  is closed and convex in , and . By 13.3, there isG ‚ G L ‚L ÐBß BÑ Â G ‚ G" # " #

some  such that the distance from  to  is least possible (forÐC ß C Ñ − G ‚ G ÐBß BÑ ÐC ß C Ñ" # " # " #

elements of ). This is precisely what is wanted.G ‚ G" #

10.  Suppose . By 13.4 and 13.3, there is a unique  such that(a) B Â ÐEÑ D − ÐEÑA A
! Á C ³ B
 D ¼ ÐEÑ C − ÐEÑ © E ØBß CÙ œ ØB 
 Dß CÙ œ ØCß CÙ . !A A. Then  and ,¼ ¼

as . So . This proves . (7)ØDß CÙ œ ! B Â ÐE Ñ ÐE Ñ © ÐEÑ¼ ¼ ¼ ¼ A
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If , then , which is a closed linear subspace of . So .: − E E © Ö:× L ÐEÑ © Ö:×¼ ¼ ¼A
This implies that , and (  being arbitrary in ) that . And now: − ÐEÑ : E E © ÐEÑA A¼ ¼ ¼ ¼

A AÐEÑ © Ð ÐEÑ Ñ © ÐE Ñ Þ¼ ¼ ¼ ¼

This gives the opposite inclusion to (7). [That  is always trivially true — why?] U © U¼¼

   Suppose that the finite-dimensional subspace  of  has an orthonormal basis(b) I L
Ö: ß : ßá ß : × C − L" # 8 , such as may be constructed by the Gram-Schmidt process. For any ,

C 
 ØCß : Ù: − I ß�
5œ"

8
5 5

¼

since it is trivially orthogonal to each of the . Suppose that ; then, for any ,: B − I C5
¼¼

¢ £ ¢ £� �B 
 ØBß : Ù: ß C œ Bß C 
 ØCß : Ù: œ !
5œ" 5œ"

8 8
5 5 5 5

by simple algebraic manipulation. However, as  may be arbitrary, it follows thatC

B œ ØBß : Ù: − I Þ�
5œ"

8
5 5

This shows that , and, from , that  must be closed.I © I I¼¼ (a)


