Math 442

Exercise set 5 — solutions

1. Directly from the definition of the norm, forwn,y € F,

|z +yl* = (@ +y, 2 +y) = (x,2) + (,9) + Y, 2) + (4, 9),
|z —yl* = (x,x) — (z,y) — (y,2) + (y,y),  andso
) e +yl? =z —yl? =2((z,y) + (¥, 7)) = 4R((x,y)). Hence,
|z +yl* = llz — ylI” +i(l|lz + iy )|* — || — iyl*)
=2((z,y) + (y,x)) + 2i((x, iy) + (iy, z))
=2((z,y) + (y, 7)) + 2i(—i(z,y) + iy, z)) = 4(x,y) .

2. Granted that the Apollonian identity holds,ideftentatively forx,y € FE

(@,y) = 1 (e +yl* =z —y|") 1)

(which must be true, by ( ), if the norm does conoetfa real inner product). We must prove
that (,) , as so defined, is an inner product.

Firstly, (x,vy) = (y,z) , which was 8.1(8). Secondlyz,z) = ||z|* , so that &LXd),
are automatic. Neither of these properties requitesApollonian identity. The difficulty is
with linearity in the first argument, 8.(d)

Let x,y,z € E . Then, using the Apollonian identity,

lz+y + 21° + [|21° + l|lz = 2)° + [ly — =II”
2 2 2 2
= s(lz+y+ 221" +llz+yl") + 5(l=+y — 220" + ]z — yII)
2 2 2 2
= 3l +y+ 22"+l +y = 22]7) + 5 (= + ¥ + Iz — yIIY)
= Iz +ylI* + 4ll=l* + 1= + [ly]I* - (2)
Since the expression (2) is unchanged if is suist by —=z |,
Iz +y +21° + [|21° + llz = 2)* + [ly — =II”
= llz+y—z[” + [|=2II" + & + 2lI* + |y + =I1%,
from which, after cancellation and rearrangement,
lz+y+ 21" = |z +y = 2l = &+ 21" = & = 21 + ly + 21" = lly — =,
that is, by (1),
(T+y,2) =(x,2) + (y,2) . 3)

To complete the proof of linearity in the first argent, we must showAz, y) = Az, y)
forany A € R andz,y € E .IfA=—1 ,thisistrue:



(—z,y) =f(l =2+l = l—z = yl*) = F(~llz +ylI* + [z — ylI*) = —(z,v).
Consequently, we need only considennegative \. By inductromf(3),
(mz,y) = m(z,y) for meN, z,ye E.

Substitutingz byLz , we deduce thdt:,y) = m(1z,y) (;z,y) = =(z,y) . Putting
these facts together{™z,y) = = (z,y) for any positive rationa)n Hawever, (1)
implies that(,) is continuous (as a function of tvasigbles, but we only need continuity in
the first variable); thus the equality\z,y) = A(z,y) which haseb established for
positive rational must also be valid for all nogagve real\ . This completes the proof.

3. If E is acomplex normed space in which the Apolloniaentity holds, then the
previous exercise constructs eal inner product (&b say, it is real-valued, symmetric
and positive definite, and linear in the first argant with respect toeal scalars), which |
shall call (, )z . Notice that, forany,y € £,

. . 2 . 2 . . 2 . . 2
Az, iy)r = ||z + )" = llz —ayll” = lli(=iz + y)II” = [[(=)(y + iz)]]
= lly —iz||* = |y + iz = —4(y, iz)r. (4)

Therefore, for anyr € £ (x,ix)gr = —4(x,ix)g , SO thdt,iz) =0 . (5)
Using the hint provided by the polarization identdefine for z,y € E

<Jf, y)C = <'ZE7 y>R + Z<ZL’, Zy)R . (6)

Because of (5),(z,z)c = (z,x)r . S@,)c is positive definite, &)1 d &b, as in the
previous exercise. Also

<y, x)C = <y7 x>]R + Z<y> Zx)R = <33, y>]R - Z<ZC, Zy>]R )
by symmetry of(,)g and (4). SO,)c is Hermitian, §4)1 t Blso

<‘1: + Y, Z>(C - <Q’) + Y, Z>R + Z<ZZI + yaiZ>R
= <IL‘, Z>R + <y7 Z>]R + Z<ZC, iz>R + 7’<y7 ZZ>]R = <£U, z>(C + <y7 Z>(C )

so it only remains to prove that, for amgomplex scalarand any z,y € £ ,
(Az,y)c = Az, y)c . Now, from (6) and (4) and symmetry,

iz, y)c = (iz,y)r + i(iz,iy)r = —(z, iy)r — (T, y)r
=i((z,y)r) + iz, iy)r) = i(z,y)c ,

whilst, for A € R, (Az,y)c = A(x,y)c directly from (6). Linearity for altomplex scalars
follows in the obvious way.

4. Consider first the real case. Ther§if is slaljeint,
<S$,JT> = <$7 SI) = _<£B7 SZL‘)

and, therefore, must e . On the other handSit, z) =0 r allar, then for allz,y € £



0=(S(x+y),x+y)=(Sx,z) + (Sz,y) + (Sy,z) + (Sy,y)
= (Sz,y) + (Sy,x), since(,) issymmetric;

this establishes th&t is skew-adjoint.
In the complex case,(Sz,z) = —(z,Sz) = —(Sz,x) , so thaSz,x) is purely
imaginary. Conversely, ifSz, x) is purely imaginary frery = € E , then as before

(S(z+y),x+y) = (Sz,r) + (Sz,y) + (Sy,x) + (SY,9)

is purely imaginary, but agSz,z) any,y) are too, it fekothat (Sz,y) + (Sy, =)
must be purely imaginary for alt,y . So

0 =R(Sz,y) + R(Sy,z) = R(Sz,y) + R(Sy, x) = R(Sz,y) + R(z, Sy) .
That is, ®(Sz,y) = —R(x, Sy) forallz,y . However,

I(Sz,y) = —R(i(Sx,y)) = —R(S(ix),y) = R(ix,Sy) by above
= R(i(z, Sy)) = —=S(z, Sy) .

Thus, the equality(Sxz,y) = —(x,Sy) holds (as it holds for real amdginary parts
separately).

5 Forf,ge F ,

2 - __or 2
(Df.g)= [ fgt)dt=[f)g(®)], — [ fO)T(t)dt.
0 0
Sincef and; are periodic with pericdr , the firgpression vanishes, and, of course, the
derivative of the conjugate is the conjugate ofdagvative, so that

2w

(Df,g)=—[ [f()g(t)dt =—(f,Dg).
0
For f to belong to the kernel @ f' =0 , which meang jh& constant. So kdp s
one-dimensional, and consists only of the congtardtions.
For g to be in the image d@ , it must be the deiabf a C° function with perio@r

2m 2m
g=f".Thus / g(t)dt = f'(t)dt = f(2m) — f(0) = 0. It is clear that this condition
0 0

is sufficient as well as necessary, since it ersstirat any indefinite integral gf isC  and
periodic with period27 . ThusD(FE) consists exactlylw ©° functions that are periodic
with period 27 and have zero integral over a per{bbhtice that it is in fact of codimension
1 —indeed, kelD and(FE) are complementary subspacks)of

[This very elementary example has remarkable génatians.]

6. |claim that the graph dP isclosedihx E . Sugpas fact, that((f,,, Df,)) is
a sequence iii7(D)  which convergesinx £ (§0¢) . Then

fTL_>f InEl Dfn_>g InE.

Take anyh € E , and then from ex. 5



<Dfn7h> - <g> h>> <Dfnah> = _<fnaDh> - _<.f7Dh'> = <Df7 h>,

sothat(g,h) = (Df,h) ,or(g— Df,h) =0 .Asthisis true foraye E , it followmt
g= Df (we could takeh := g— Df , for instance). But this tellsthat (f,g) € G(D) .
Therefore, the limit inE' x £ of a sequence (D) thatveoges in £ x E  itself
belongs toG(D) , oiG(D) is closed i x E

If £'is a Hilbert space, the closed graph theorethapply, and we may conclude that
is continuous as a linear mapping frétn Fto . HowgeiNenanifestly isnot continuous. For
instance, consider the function, := sin(nt) , withe N . We know

2 2
mm%i/stnﬁ:w,HD%WZ/‘Maﬁmwﬁ:Mm
0 0

So D is not a bounded linear map. (Equivalenty,/n — 0 ut B(s,/n) 4 0.) This
shows thaty cannot be a Hilbert space.

[It is possible, and not very hard, to give explesxamples of Cauchy sequencegiin  that
have no limit inE , but they are not so easy toify$t

7. (@ Ifa,beH,andb=#0 ,then

a_<%w52: L fab), o {a,b)

0= H oI? < b.0)” <b,b)b>
ey (@b ) Tabiab) | (o)D)
= (a,a) .0) 0 +<@wwwﬁ““
—(aa) — [{a, b)|? as (b,b) isreal and
S b a,b)(b,a) = |{a, b)[”.

It follows that |(a,b)|* < (a,a)(b,b) = |la|*||b||* , which is in effect the Cauchy-S¢irtz
inequality. But the proof shows that this inequahill be an equality if and only if

‘a— <a’b>2b =0, ie a= <a’62> :
16]] 6]
which says that isome scalar multipletof — and,\aasely, if a = b for some scalar

u, then (a, b)/(b,b) = pu , so that the inequality will be an equality is any scalar multiple
of b. Itis also an equality ib = 0 . These two casey imacondensed into the condition that
a andb are linearly independent.

(b) The inequalityR(a,b) < ||a]|||b|]] results from the chain of ineqtiredi

R(a,b) <[(a,b)] <|lall[jo]] -

For it to become an equality, both these ineqealihust be equalities. This is truebi=0
whenb is indeed a real nonnegative multiplexof wsomay as well assumé#0 . The
second inequality, as we have seen, is an equiabtyd only ifa is a scalar multiple df ,
a = Ab. Then

R(a,b) = (RA)(b; b)), [(a,0)] = |A[(b,b),

and (since(b,b) > 0 ) they are equal only®A = |\| ; which, imtuwill be so if and only
if \is real nonnegative.



8. Supposethat,yc K and<t<1 .Then
[t + (1 = t)yl| < [[t]] + (1 = D)yl = ] + (1 = 2)[ly]]
<tl+(1-t)1=1,
so thattz + (1 —t)y € K too. This proves thAt is convex.

Certainly 0 € K and) is not an extreme point (take ang K with a # 0, and then
—a € K and 0 = ja + 3(—a) , so thad is an interior point of the segnfiemh —a toa .

b
Next, supposeb € K and) < ||p|| <1 ; theHW
b

b= ||b|\m + (1 —||b]|)0; b is an interior point of the segment from Oud|b||

b
=1 ,sothﬁ%ﬁeK . But
|

We have now shown that an extreme poinkof , if exgt, must have norm exactly .
Let a,be K, a#b,andt € (0,1) .Inthatcasgal| <1 [p]| <1 ,and

1= lta+ (1 = £)b]] < tflal| + (1 =#)[[b]] <1
is only possible (granted that>0 afdd-¢t>0 )i =]b|=1 .Howeteen

[ta + (1 = t)b||* = (ta 4 (1 — )b, ta + (1 — t)b)
= t*(a,a) +t(1 = 1)({a,b) + (b,a)) + (1 — 1)*(b,b)
= t*{a,a) + 2t(1 — )R{a,b) + (1 —)*(b, b)
< lal* +2¢(1 — t)lal[bl] + (1 = £)*[]p]
= (tlall + (1 =B)pl)* =1,
where the intermediate inequality derives from @sichy-Schwartz inequality; but it must,
therefore, be an equalityRR(a,b) = ||a||||b]]  (recall again that —¢) > 0 Js;Thn turn,

is only possible iz and are positive scalar nmiéts of each other (question 7 above). But,
if A\>0and A\a =0 and|ja|]| =/b]| =1 ,necessarily =1 and=>b

This proves that, if|z|| =1 g cannot be an interior pahany line segment ik’ ; any
point of the “sphere{z € H : ||| = 1} is an extreme point/f

9. There are several ways of doing this. One isnitate, with obvious alterations, the
proof of the standard result 13.3. But it is more ecomairnio use 13.3 itself, as follows. Let
E be the direct sum Hilbert spa¢cé® H  Brx H , with theemproduct

((z,9),(a,0)e = (z,a) + (y, )

(which is trivially an inner product, and inducée tnorm [|(z,y)|.. = /1= + lly|* )-

Then Cy x Cy is closed and convex iH x H , and, z) ¢ Cy x Cy . By 13.3,ether
some (y1,y2) € Cy x Cy such that the distance fram x) (1@, y2) is leastiples(for
elements ofC; x Cy ). This is precisely what is wanted.

10. (@) Supposer ¢ A(A) . By 13.4 and 13.3, there is a uniggeA(A) such that
0#£y=x—21A(A). Then y € A(A)+ C At and(z,y) = (z — 2,y) = (y,y) >0 ,
as (z,y) =0 .Soz ¢ (A+)L . This provesA+)t C A(A) . (7)



If pe A+, then A C {p}*+ , which is a closed linear subspacéiofSo.A(A4) C {p}~* .
This implies thatp € A(A)* , and( being arbitrary it ) that C A(A)*. And now

A(A) C (A(A)H) S (AH)
This gives the opposite inclusion to (7). [ThatC Q-+  always trivially true — why?]

(b)  Suppose that the finite-dimensional subspdce H dfas an orthonormal basis
{p1,p2,...,pn}, such as may be constructed by the Gram-Schnodeps. For any € H ,

y=> o (v.m)pe € BT,

since it is trivially orthogonal to each of thg  ugpose thatr € E++ ; then, for agy ,

<x — Z::1<x,pk>pk, y> = <sc, y — Z::1<Z/>pk>pk> —0

by simple algebraic manipulation. Howevergas i&warbitrary, it follows that

r=Y . (e.p)p€E.

This shows thatE++ C E , and, fro) ,thdat must be closed.



