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Abstract—As a lightweight and flexible infrastructure solution, containers have increasingly been used for application deployment on a
global scale. By rapidly scaling containers at different locations, the deployed applications can handle dynamic workloads from the
worldwide user community. Existing studies usually focus on the (dynamic) container scaling within a single data center or the (static)
container deployment across geo-distributed data centers. This article studies an increasingly important container scaling problem for
application deployment in geo-distributed clouds. Reinforcement learning (RL) has been widely used in container scaling due to its high
adaptability and robustness. To handle high-dimensional state spaces in geo-distributed clouds, we propose a deep RL algorithm,
named DeepScale, to auto-scale containerized applications. DeepScale innovatively utilizes multi-step predicted future workloads to
train a holistic scaling policy. It features several newly designed algorithmic components, including a domain-tailored state constructor
and a heuristic-based action executor. These new algorithmic components are essential to meet the requirements of low deployment
costs and achieve desirable application performance. We conduct extensive simulation studies using real-world datasets. The results
show that DeepScale can significantly outperform an industry-leading scaling strategy and two state-of-the-art baselines in terms of
both cost-effectiveness and constraint satisfaction.

Index Terms—Auto-scaling, containerized application, geo-distributed clouds, workload management, safe reinforcement learning,
time series analysis.
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1 INTRODUCTION

ENTERPRISE application deployment demands for elasti-
cally acquiring and releasing resources to handle dy-

namic workloads from the worldwide user community
[1]. Currently, the elastic deployment and real-time man-
agement of applications increasingly rely on containers,
an industry-leading lightweight virtualization technology
[2], [3]. By bundling together an application with all its
dependencies (e.g., libraries and code), the containerized
application can realize fast deployment and migration in
clouds [4].

Containers lay the technical foundation for elastic ap-
plication deployment through horizontal scaling and vertical
scaling [5]. Particularly, the horizontal scaling changes the
number of containers for deployed application instances,
i.e., containerized applications1. The vertical scaling changes
the container configuration (i.e., the amount of provisioned
resources) for application instances.

Since the horizontal scaling can be performed on con-
tainers in different cloud data centers, it has the advantage
to address the workload changes across multiple geograph-
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1. In the remainder of this paper, we use application instances,

containerized applications, and containers interchangeably.

ical locations [6]. The vertical scaling can be realized with
practically no downtime [7]. Therefore, it is favored for the
localized workload variations [6].

Many recent efforts have been made in the literature for
container scaling within a single data center [5], [8], [9], [10],
[11]. To guarantee the application performance in terms of
the average response time of global user requests [12], [13],
[14], container scaling must work effectively across geo-
distributed data centers. Besides, the pricing of containers
in public clouds is based on the assigned resources, e.g.,
the number of vCPUs [15], [16]. Note that the prices of
resources assigned to containers in different regions can
vary substantially, as clearly evidenced in TABLE 1 for
Amazon Web Services (AWS) across different regions. For
example, the price of containers in Sao Paulo is $0.0696 per
hour, while the prices in N.Virginia, Oregon, and Dublin
are $0.04048 per hour. That is, the most expensive region
can fetch up to 1.7 times the price of the cheapest regions.
The significant impact of containers’ locations on both the
performance and cost of deployed applications must be
considered when performing container scaling.

In the articles [17], [18], the problem of application
deployment in geographically distributed data centers was
studied in a static scenario to find the most cost-effective
deployment while satisfying the performance requirement
on the average response time. However, the location-aware
application deployment problem does not consider the im-
pact of current deployment decisions on the future work-
load variations, which is important when we minimize the
cumulative cost for application deployment over a time
span such as a billing day in practice.

In this paper, we study the dynamic problem of location-
aware container scaling (LACS) in geo-distributed clouds from
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TABLE 1
Unit cost (vCPU per hour) of containers at AWS across different regions

Continent Region Cost (USD)
US East (N.Virginia) $0.04048

North America US East (Oregon) $0.04048
Montreal $0.04456

South America Sao Paulo $0.0696
Singapore $0.05056

Tokyo $0.05056
Asia Mumbai $0.04256

Hong Kong $0.0556
Osaka $0.05056
Seoul $0.04656

Oceania Sydney $0.04856
Frankfurt $0.04656

Dublin $0.04048
Europe London $0.04656

Milan $0.0486
Paris $0.0486

Stockholm $0.0445
Africa Cape Town $0.0546

the perspective of application providers, to minimize the
cumulative application deployment cost while satisfying the
constraint on the average application response time.

In practice, enterprise application providers usually ap-
ply threshold-based rules to automate container scaling [19].
This strategy is efficient to make scaling decisions in real-
time. However, manually choosing appropriate thresholds
is difficult and often results in containers either over-utilized
that slow down the request processing speed or under-
utilized that waste money [20].

Reinforcement learning (RL) allows to express what an
application provider aims to obtain, instead of how it should
be obtained [5]. The nature of RL makes it very appealing
to auto-scale containers for applications with dynamically
changing and widely distributed workloads. For example, a
deep Q-network (DQN) can be trained to approach an opti-
mal policy for scaling containers in geo-distributed clouds to
minimize the cumulative cost in the long run [21], [22], [23].
However, it is challenging to achieve both cost-effectiveness
and constraint satisfaction by directly using DQN [24].
Therefore, new learning techniques must be developed to
effectively solve the LACS problem.

Predictive strategies such as time series analysis have
been used to improve the timeliness of container scaling
within a single data center, which is important to achieve
cost-effective application deployment [20]. In this paper,
we seek to utilize prediction models to provide essential
information on dynamic application workloads for DQN
to make well-informed scaling decisions in geo-distributed
clouds. Particularly, multi-step predicted future workloads
are collected by a domain-tailored state constructor to ensure
high cost-effectiveness.

The performance constraint of the LACS problem moti-
vates us to adopt safe RL, which aims to learn a policy that
maximizes the expected return while ensuring (or encour-
aging) the satisfaction of some safety constraints [25]. In this
paper, we propose two safe RL approaches to increase the
chance of satisfying the constraint on the average response
time. On the one hand, we introduce a penalty-based reward
function and a heuristic-based action executor to train poli-

cies towards the constraint-compliant scaling. On the other
hand, the heuristics designed in the action executor can pre-
vent scaling actions from prolonging the average response
time beyond the acceptable level during the learning process,
which has been verified in our experiments (Subsection 5.6).

In a nutshell, all the new algorithmic components jointly
form a holistic scaling policy for the LACS problem. In partic-
ular, we show experimentally in Section 5 that the proposed
domain-tailored state constructor and the heuristic-based
action executor, are essential to meet the requirements of
low deployment costs and achieve desirable application
performance. The main contributions of this paper are sum-
marized as follows.

Firstly, we identify and formulate the LACS problem to
minimize the total deployment cost subject to the constraint
on the average response time across widely distributed user
communities. To the best of our knowledge, this is the first
study in the literature on dynamic container scaling for
application deployment with a realistic consideration of the
location impact on both the performance and cost on the
global scale.

Secondly, we propose a novel deep reinforcement learn-
ing (DRL)-based algorithm, namely DeepScale, to solve the
LACS problem. DeepScale innovatively trains the holistic
scaling policy. It features several newly designed algorith-
mic components, including a domain-tailored state con-
structor and a heuristic-based action executor. Our proposed
multi-step predicted workloads, penalty-based reward func-
tion, and safety-aware heuristics are utilized by DeepScale to
minimize the cost and satisfy the performance constraint of
the LACS problem.

Finally, we evaluate the effectiveness of DeepScale
through extensive simulation studies using realistic con-
tainer pricing offered by AWS and workloads for cloud
applications, i.e., WikiBench [26] and NASA [27]. The results
show that DeepScale can consistently satisfy the constraint on
the average response time and achieve up to 39% savings
in terms of the deployment cost, compared to the Amazon
auto-scaling service [19] and two state-of-the-art baselines,
i.e., A-SARSA [10] and DQLCM [28].

The remainder of this paper is organized as follows.
Section 2 discusses the related work about containerized
application deployment in clouds and container scaling
with RL. Section 3 defines the LACS problem, including
the system architecture for containerized application de-
ployment in geo-distributed clouds. Section 4 presents the
details of the DeepScale algorithm. Section 5 describes the
design of simulation studies and analyses the evaluation
results. Section 6 discusses the scope and limitations of this
research. Section 7 concludes the paper.

2 RELATED WORK

This section introduces the related works about container-
ized application deployment in clouds and container scaling
with RL. The main challenges that need to be addressed in
this paper are also highlighted.

2.1 Containerized Application Deployment in Clouds
Currently, the deployment and real-time management of
applications increasingly rely on containers, an industry-
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leading lightweight virtualization technology [4], [6]. Signif-
icant efforts have been made for containerized application
deployment in clouds. Commercial container management
platforms, e.g., Rancher [29] and OpenShift [30], facili-
tate container deployment in public clouds. In addition to
cloud management and visibility, they empower application
providers with the ability to easily adapt the deployment
of containers across data centers through a unified user
interface or API. However, these platforms do not support
auto-scaling containers for applications to quickly respond
to workload fluctuations, which are essential for application
providers to achieve low deployment cost and satisfactory
application performance [17].

The problem of containerized application deployment
in clouds has been studied at different resource levels:
container deployment [5], [8], [31], cluster deployment [32],
[9], or both [33]. These works considered horizontal scaling
[8], [9], [32], vertical scaling [31], or both [5] depending on
different elasticity dimensions. However, they all focus on
auto-scaling techniques within a single data center to han-
dle workload variations of applications in a cost-effective
manner. That is, these solutions neglect container locations,
which can have a significant impact on both the deployment
cost and the network latency of applications.

Predictive auto-scaling utilizes a workload forecast to
derive scaling actions. Google uses Autopilot, as a vertical
and horizontal auto-scaler, to reduce resource waste and
increase reliability [34]. Focusing on vertical scaling, self-
adaptive resource sharing was investigated in the article
[35] for co-located applications in saturated containerized
clouds. In the article [36], a hybrid auto-scaling mecha-
nism, called Chameleon, combining proactive methods with
a reactive fallback mechanism was proposed to deploy
business applications. In the article [37], several predictive-
based auto-scaling policies were designed for microservice
applications both on VMs and containers level. However,
they also focus on auto-scaling techniques within a single
data center to handle workload variations of applications.
Considering the locations of containers, latency-aware auto-
scalers, i.e., Voilà [38] and Hona [39], were proposed for
application replica placement in fog computing platforms.
In the article [6], ge-kube was proposed as an extension
of Kubernetes to introduce self-adaptation and network-
aware scheduling capabilities among 4 different regions.
A multi-level elastic deployment model for containerized
applications was proposed in the article [7]. The model
was evaluated in a simulated geo-distributed environments
through uniformly distributing network delay. To support
container scaling globally, the existing algorithms such as
the meta-heuristics in the article [17] were proposed to
make deployment decisions based on the current workload.
However, these algorithms suffer from the high computa-
tional cost. Moreover, the current deployment may not work
well in the future due to the dynamic nature of application
workloads.

2.2 Container Scaling with RL

Existing research showed that RL is effective at scaling
virtual machines (VMs) to handle dynamic application
workloads [21], [40], [41], [42]. Due to the large difference

between containers and VMs in terms of start-up, shut-
down, and migration times, these RL-based algorithms that
perform well in VM scaling cannot be effectively applied to
container scaling with high demand for timeliness and ac-
curacy [10]. Recently, some RL-based algorithms have been
proposed for scaling containers for application deployment.
For example, Rossi et al. [5] proposed a model-based RL
method to control the horizontal and vertical elasticity of
containers. Because the future trend of workload is not con-
sidered, these approaches fail to deal with highly dynamic
application workloads, which causes resource wastage or
compromised quality of service (QoS) [10].

As a prediction technique, time series analysis has been
applied to handle dynamic application workloads [43]. The
resulting workload prediction models can be further utilized
by RL methods to ensure the timeliness and accuracy of scal-
ing actions, such as A-SARSA [10]. Note that A-SARSA only
considers one-step prediction, which may not be sufficient
for RL to make well-informed scaling decisions as shown
experimentally in Subsection 5.5. Besides, A-SARSA focuses
on auto-scaling containers within a single data center. Due
to its use of the Q-table, A-SARSA cannot scale well to
large LACS problems involving many geo-distributed data
centers.

In recent years, deep Q-network (DQN) was applied to
resource allocation problems with high-dimensional state
spaces [21], [23], [28]. In the article [21], a DQN-based
resource provisioning and task scheduling system was
proposed to minimize the energy cost for cloud service
providers. Further considering the thermal effect of job
allocation, Yi et al. [23] applied DQN to allocate compute-
intensive jobs within the boundary of a single data center.
Tang et al. [28] proposed a DQN-based container migration
algorithm, i.e., DQLCM, to support mobility tasks with vari-
ous application requirements, including the communication
delay, power consumption, and migration cost.

Traditional DRL methods assume that agents are free
to any policy for exploration [44], [45], [46], [47], [48]. For
the location-aware container scaling (LACS) problem, it
is unacceptable to give an agent complete freedom. For
example, some scaling actions may cause containers to be
heavily utilized. In that case, the application performance
will drastically deteriorate such that the constraint on the
average response time cannot be satisfied. Therefore, safe
exploration, i.e., to control the damage caused by explo-
ration [49], is important for solving the LACS problem.
To guarantee constraint satisfaction, some policy-search-
based DRL algorithms were proposed recently. For example,
constrained policy optimization (CPO) was proposed to
train neural network policies for robotic control tasks [50].
However, CPO may not be suitable for the LACS problem
because it requires the learning process to start from a feasi-
ble policy. It is difficult to manually identify such a feasible
stochastic policy modeled as a deep neural network2 for any
LACS problem instance. Moreover, DQN is often shown to
be more effective than the policy-search-based method [46],
[48].

2. A stochastic policy must assign a probability to perform each
individual action, i.e., the outputs of the neural network are probability
values.
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TABLE 2
Mathematical notations

Notation Definition
t The tth time period
u The uth user center

γu(t) Application request rate from u during t
ω(t) The application workload during t
n(t) Total number of containers during t
d The dth data center

Ad(t) The application instance deployed in d during t
UCd The unit cost of vCPUs for containers in d
xd(t) Number of vCPUs provisioned to Ad(t) during t

CPU(t) Deployment of application instances during t
DC(t) Application deployment cost during t
Tarp
d (t) Average request processing time of Ad(t)
λd(t) Workload of Ad(t) during t
µd(t) Capacity of Ad(t) during t

T rtd
u,d

Round-trip delay between user region u and data
center d

ART (t) Average response time of application during t
m Maximum acceptable average response time

σu,d(t) Percentage of requests from u to Ad during t
u(t) Average CPU utilization rate of containers during t

ANL(t)
Average network latency between user regions and
application instances during t

The review above motivates us to develop a DQN-
based algorithm to address the LACS problem. Moreover,
to satisfy the constraint on the average response time, safe
RL techniques, i.e., safe exploration, should be investigated.

3 PROBLEM DESCRIPTION

The aim of the location-aware container scaling (LACS)
problem is to scale containers globally for an application in
response to a dynamically changing and widely distributed
workload to minimize the total deployment cost (TDC)
over a time span subject to the constraint on the average re-
sponse time (ART ). The response time is measured from the
moment a user makes an application request to the moment
when this user receives the corresponding response, taking
into account both request processing time and round-trip delay
(RTD) between the user and an application instance. The
important notations for problem modeling are summarized
in TABLE 2.

We consider container scaling for application deploy-
ment with three layers: container manager layer, application
layer, and user layer, as shown in Fig. 1. In practice, an
application involves a potentially large and dynamically
changing number of requests from widely distributed users
in global user regions U . Suppose that the entire time
span, e.g., a billing day, is divided into fixed-size execution
periods. During time period t, we represent the workload
from user region u (u ∈ U) in terms of application request
rate as γu(t).

Multiple application instances can be deployed in par-
allel and each application instance independently processes
a subset of the incoming requests [6]. Following [51], [52],
the average resource consumption per request over a long
sequence of requests is highly stable. Therefore, for an
application instance, the variation of workload depends on
the fluctuation of request rates from the corresponding user
regions. Let n(t) denote the number of application instances
during time period t. Similar to [6], we adopt a hierarchical

User

Container ized
Applications

Container
Manager

Fig. 1. A simplified system architecture of container scaling for applica-
tion deployment in geo-distributed clouds based on [6].

architecture to manage all application instances scalably,
following the master-workers pattern [53].

We consider a set of geo-distributed data centers D. In
data center d ∈ D, a collection of resources can be allocated
to containers for application deployment. There are usually
four main kinds of resources for containers in public clouds:
CPU, memory, storage, and bandwidth [28]. Since the com-
puting resource is the main factor, we assume that there
is sufficient memory, storage and network capacity for the
containerized application [54], [55]. During time period t
we use xd(t) (xd(t) ∈ N) to denote the provisioned CPU,
e.g., the number of vCPUs, to the container in data center
d for application instance Ad(t). Note that if there is not an
application instance to be deployed in d, then xd(t) = 0
holds. When an application instance is deployed in a single-
vCPU container in d, then xd(t) = 1 holds. The application
deployment during t can be completely captured by the
vCPU provision vector CPU(t) = [xd(t)]d∈D, including the
numbers of vCPUs provisioned in all cloud data centers.

Let UCd denote the unit cost of vCPUs for containers
in data center d. Based on the application deployment
during t, i.e., CPU(t), the deployment cost of all application
instances during t can be calculated by:

DC(t) =
∑
d∈D

xd(t)UCd. (1)

We use σu,d(t) ∈ [0, 1] to denote the percentage of
requests from user region u to application instance Ad(t)
during time period t. The workload of application instance
Ad(t) during t can be calculated by:

λd(t) =
∑
u∈U

γu(t)σu,d(t), (2)

where
∑

d∈D σu,d(t) = 1 guarantees that all application re-
quests from user regions will be processed. The aggregated
application workload from all user regions during t can be
determined as:
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ω(t) =
∑
u∈U

γu(t). (3)

Let µd(t) denote the capacity of Ad(t), i.e., the maximum
amount of requests processable by Ad(t) per time unit. Fol-
lowing [56], we model each individual application instance
as an M/M/1 queue. According to Little’s Law [57], the
average request processing time of Ad(t) depends on both
µd(t) and λd(t):

T arp
d (t) =

1

µd(t)− λd(t)
, (4)

where µd(t) > λd(t) guarantees that the capacity of Ad(t) is
greater than its workload.

Let T rtd
u,d denote RTD between user region u and data

center d, we can calculate the average response time for all
the user requests during time period t by:

ART (t) =

∑
d∈D

∑
u∈U γu(t)σu,d(t)(T

rtd
u,d + T arp

d (t))

ω(t)
. (5)

With the goal to minimize TDC, i.e., the cumulative
deployment cost over the time span involving T consecutive
periods, i.e., t ∈ {1, ..., T}, the LACS problem can be
formulated as follows:

min TDC =
T∑

t=1

DC(t), (6)

subject to:

ART (t) ⩽ m ∀t ∈ {1, ..., T}. (7)

Constraint (7) guarantees that ART at any period over
the entire time span does not exceed the acceptable thresh-
old m set by the application provider. In the next section,
we introduce our DeepScale algorithm to solve the LACS
problem.

4 DeepScale FOR LACS
Our proposed algorithm DeepScale solves the location-aware
container scaling (LACS) problem through auto-scaling con-
tainers both horizontally and vertically for application de-
ployment in geo-distributed clouds. In this section, we start
with a high-level overview of DeepScale and then describe
the details on how DeepScale realizes container scaling by a
deep reinforcement learning (DRL)-based policy.

4.1 Overview of DeepScale
To improve the effectiveness of the scaling actions, we
include a workload prediction model in DeepScale to accu-
rately predict future workloads of cloud applications [20].
DeepScale realizes container scaling by a DRL-based policy.
Taking the predicted workloads and monitored container
status as input, the scaling policy decides when and what
scaling actions are performed to minimize the total deploy-
ment cost (TDC) subject to the constraint on the average
response time (ART ). Fig. 2 illustrates the workflow of
DeepScale.

Observation(3) Execution
Workload 
Prediction

Model

(1) Train

Container  
Scaling 

Environment

Action

Action

DRL-based
Scaling
Policy

(2) DRL training

Historical
Workload

Traces

Observation

Fig. 2. Workflow of DeepScale.

Concretely, DeepScale first trains the workload prediction
model based on historical workload traces. Different time
series prediction methods, e.g., long short-term memory
(LSTM) [58], can be used to built the workload prediction
model. Afterwards, a DRL-based scaling policy is trained by
utilizing the predicted future workloads. Finally, the trained
prediction model and scaling policy can be commissioned to
scale containers for serving incoming application requests.
Before each time period, DeepScale first predicts the future
application workloads using the prediction model. Based
on the predicted workloads and the container status (e.g.,
resource utilization [6]), DeepScale makes container scaling
decisions using the scaling policy.

Because different containers may have largely different
capacities in terms of vCPU numbers, DeepScale applies
capacity-based weighted Round-Robin (CWRR) [59] to dis-
patch requests among all application instances. CWRR can
be implemented in the load balancing modules offered by
cloud providers, e.g., AWS3. With CWRR, the percentage of
requests from user region u to application instance Ad(t),
i.e., σu,d(t), is determined by:

σu,d(t) =
xd(t)∑

d∈D xd(t)
. (8)

The rationale of CWRR-based request dispatching is
two-fold. On the one hand, CWRR is commonly used in
practice due to its simplicity and low computational cost
[60]. On the other hand, CWRR can achieve effective load
balancing by dispatching more user requests to the appli-
cation instances with larger capacities [59]. Thus it can pre-
vent any application instance from being heavily utilized,
thereby reducing the risk of long queuing time. Next, we
describe the details on how DeepScale trains the DRL-based
scaling policy.

We define a DRL-based scaling system for the LACS
problem as follows.

• Observation: The agent observation includes the in-
formation about the current containers for applica-
tion deployment and future application workloads.

• Action: To perform scaling actions, i.e., to adjust the
number of containers among data centers (horizontal

3. https://aws.amazon.com/elasticloadbalancing/application-load-
balancer. Accessed: May. 24, 2023.
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Fig. 3. Training DRL-based Scaling Policy.

scaling) and/or the number of vCPUs provisioned to
current containers (vertical scaling).

The DRL design challenge is to effectively minimize
TDC while handling constraint (7). Firstly, we introduce
a State Constructor to collect multi-step future workloads
using the workload prediction model. The essential infor-
mation can help deep Q-network (DQN) to make well-
informed scaling decisions. Secondly, the predicted work-
load is explicitly used by a heuristic-based Action Executor
to ensure that any scaling decisions made by DQN will not
prolong ART beyond the acceptable level. Finally, we pro-
pose a penalty-based reward function to guide constraint-
aware Q-learning. The DRL-based scaling policy is shown in
Fig. 3, which is composed of three components, i.e., a State
Constructor, a DQN, and an Action Executor. In the following,
we provide a detailed description of each component.

4.2 State Constructor
Three types of observation information are collected by the
State Constructor.

The current deployment of application instances: We
consider the current vCPU provision for application in-
stances, i.e., CPU(t), as the state feature because it decides
the deployment cost during t, i.e., DC(t), by eq. (1) and sig-
nificantly affects application average response time ART (t)
by eq. (4), eq. (8), and eq. (5).

The current resource utilization: The current containers’
CPU utilization rate is considered because it has a major
impact on the application average response time [18]. With
the help of geo-kube [6] for geo-distributed and elastic
deployment of containers in Kubernetes, we can periodi-
cally monitor the CPU utilization rate of containers through
RESTful APIs, e.g., the Metrics API in Kubernetes4. Because
the CWRR-based request dispatching can approach the load
balancing among all containers, we use the average utiliza-
tion rate u(t) as the state feature:

u(t) =

∑
d∈{i|xi(t)>0} ud(t)

n(t)
, (9)

where ud(t) is the monitored average CPU utilization rate
of application instance Ad(t) during t.

The multi-step future workloads: To make well-
informed scaling decisions in terms of cost-effectiveness, the

4. https://kubernetes.io/docs/tasks/debug-application-
cluster/resource-metrics-pipeline. Accessed: May. 24, 2023.

State Constructor considers multi-step future workloads. Par-
ticularly, the State Constructor utilizes the trained workload
prediction model to acquire the multi-step future workloads
by a recursive strategy [20]. That is, the predicted workload
is recursively used to predict the next workload. For exam-
ple, after w(t + 1) is predicted, it is considered as input of
the workload prediction model to predict the next workload
w(t+ 2). Similarly, w(t+ 2) is used to predict w(t+ 3), etc.
We consider the difference between the predicted workloads
in the future f time periods and the current workload, i.e.,
∆w(t) = [w(t+1)−w(t), w(t+2)−w(t), ..., w(t+f)−w(t)],
as the state feature. Here, we use the workload variations
based on the aggregated request rate rather than the request
rate from each user region since this is more relevant for
the DQN to learn to make high-level scaling decisions, e.g.,
change the total number of vCPUs provisioned to containers.
We will detail the high-level scaling decisions in the next
subsection.

To sum up, the output of the State Constructor is s(t) =
[CPU(t), u(t),∆w(t)], which describes the current vCPU
provision, average CPU utilization rate, and the predicted
workload variations.

4.3 DRL for Training DQN

When performing both vertical and horizontal scaling in
geo-distributed clouds, the number of potential scaling ac-
tions is indeterminate. For example, the possible actions
for horizontal scaling depend on the locations of current
application instances, not to mention the combination with
vertical scaling. Therefore, it is infeasible to design a fixed-
size action space in advance. We apply a novel method to
let the DQN make high-level scaling decisions, i.e., change
the total number of vCPUs provisioned to containers, and
introduce a heuristic-based Action Executor to make low-level
scaling decisions for concrete horizontal and vertical scaling
actions. Formally, we define the action space of the high-
level scaling decisions as A = {↑, ↓,→}, where ↑, ↓, and
→ represent to increase (scale-up), decrease (scale-down), or
maintain vCPU provision respectively.

We apply double Q-learning to learn the optimal Q-
function. The DRL-based scaling policy applies the DQN
in Fig. 3 as the function approximator. Following many
existing research works [23], [61], we use experience replay
[46] to stabilize Q-learning. To guide DRL to minimize TDC
over the time span subject to the constraint on ART , we
design a new reward function for DRL as follow:

r(s(t), a(t)) = −DC(t)−max(0, ρ(ART (t)−m)), (10)

where ρ is a penalty parameter for the scaling actions that
cannot satisfy the performance requirement.

The detailed procedures for training the DQN are shown
in Algorithm 1. At each time period t of an execution
episode, based on the current s(t), the DRL agent uses ϵ-
greedy policy to choose an action randomly with probability
ϵ and select the action with the maximum Q-value with
probability 1 − ϵ (step 4). The chosen action, i.e., a(t), is
performed through the Action Executor (step 5). At the next
time period t+ 1, the DRL agent obtains s(t+ 1), calculates
the reward r(s(t), a(t)) defined in eq. (10) (step 6), and
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Algorithm 1 Training the DQN.
Initialize: Experience replay memory D
Output: DQN parameters

1: for episode = 1 to Max Episode do
2: for t = 1 to T do
3: Obtain s(t) from the State Constructor
4: With probability ϵ select a random action, otherwise

select an action with the maximum Q-value
5: Perform container scaling using the chosen action

a(t) through the Action Executor
6: Obtain s(t + 1), calculate r(s(t), a(t)) based on eq.

(10)
7: Store transition (s(t), a(t), r(s(t), a(t)), s(t + 1)) in

D;
8: Update Q-value
9: end for

10: Update DQN parameters using new Q-value esti-
mates

11: end for

subsequently updates the Q-value (step 8). At the end of the
execution episode, the DRL agent trains all the connection
weight parameters of the DQN. The trained DQN will be
utilized in the next execution episode (step 10).

4.4 Action Executor

Obeying the high-level scaling decisions from the DQN, i.e.,
to scale-up, scale-down, or maintain the total vCPU number,
we design an Action Executor to make low-level scaling
decisions. For example, if a(t) = ↑ is made by the DQN,
the proposed Action Executor may add additional units of
vCPU to existing containers and/or launch new containers
in appropriate data centers. To closely follow large work-
load changes, three safety-aware heuristics are proposed
to quickly change the deployed capacity of application
instances. Note that the predicted application workload is
also considered by the Action Executor to ensure that any
low-level scaling decisions will not prolong the average
response time beyond the acceptable level.

4.4.1 Scale-up
When a high-level decision of scale-up is made, i.e., a(t) = ↑,
the Action Executor will iteratively choose the data center
with the highest scale-up benefit to increase one vCPU unit.
Particularly, the benefit of data center d in terms of perfor-
mance improvement and cost-saving is estimated by:

benefit+d =
ANL(t)−ANL+

d (t)

DC+
d (t)−DC(t)

, (11)

where ANL+
d (t) and DC+

d (t) are the new average network
latency and deployment cost provided that one vCPU unit
is added in d. Concretely, the average network latency can
be calculated by:

ANL(t) =

∑
d∈D

∑
u∈U γu(t)σu,d(t)T

rtd
u,d

ω(t)
. (12)

Note that if there exists a container in data center d,
the benefit of d is estimated provided that one vCPU unit

Algorithm 2 Action Executor performs scale-up.
Input: High-level decisions to scale-up vCPUs.
Output: Low-level scaling actions.

1: Termination← False
2: while Termination = False do
3: Decide the data center d with the highest benefit+d

evaluated by eq. (11) provided that one vCPU unit is
added to the container or launch a new container with
one vCPU unit

4: Evaluate the new average CPU utilization rate u′(t)
based on eq. (13)

5: if u′(t) < 1 then
6: Termination← True
7: end if
8: end while
9: Re-dispatch requests based on CWRR

is added to this container (vertical scaling). Otherwise, the
benefit is estimated provided that a new container with one
vCPU unit is launched in d (horizontal scaling). Next, we
introduce a safety-aware mechanism to allocate a sufficient
number of vCPUs in one scaling action. After increasing
one vCPU unit, the new average CPU utilization rate can be
estimated by:

u′(t) =
w(t+ 1)∑

d∈{i|xi(t)>0} µ
′
d(t)

, (13)

where w(t+ 1) is the workload during the next time period
predicted by the workload prediction model and µ′

d(t) de-
notes the new capacity of Ad(t). If u′(t) ⩾ 1, one more vCPU
unit is added following the above process. Otherwise, the
Action Executor stops scaling up vCPUs. The safety-aware
mechanism aims to handle the situation when there is a
surge in workload. Finally, user requests are re-dispatched
based on VWRR for load balancing. Algorithm 2 describes
the overall procedure of scale-up vCPUs by the proposed
Action Executor.

4.4.2 Scale-down

When a high-level decision of scale-down is made, i.e.,
a(t) = ↓, the Action Executor will attempt to reduce one
vCPU unit from the existing container. Note that in order
to modify the CPU resources assigned to containers, Kuber-
netes recreates the corresponding Pod (in one-container-per-
Pod model). In practice, connection draining can be applied to
ensure that all the requests are served. Through connection
draining, the existing connection to application instances
can be kept alive to complete in-flight requests during the
process of starting up new containers. The mechanism is
offered by many cloud providers, e.g., AWS [62]. Here,
we introduce another safety-aware mechanism to avoid the
potential deterioration of application performance. Partic-
ularly, the Action Executor first estimates the average CPU
utilization rate u′(t) after reducing one vCPU unit from the
current containers defined eq. (13). If u′(t) < 1, the Action
Executor reduces the vCPU unit from the existing container
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Algorithm 3 Action Executor performs scale-down.
Input: High-level decisions to scale-down vCPUs.
Output: Low-level scaling actions.

1: Termination← False
2: while Termination = False do
3: Evaluate the new average CPU utilization rate u′(t) if

one vCPU unit is reduced based on eq. (13)
4: if u′(t) < 1 then
5: Decide the data center d with the highest benefit−d

evaluated by eq. (14) provided that one vCPU unit
is reduced from the container

6: else
7: Termination← True
8: end if
9: end while

10: Re-dispatch requests based on CWRR

in the data center c with the largest scale-down benefit, which
is estimated by:

benefit−d =
DC(t)−DC−

d (t)

ANL−
d (t)−ANL(t)

, (14)

where ANL−
d (t) and DC−

d (t) are the new average network
latency and deployment cost after decreasing one vCPU
unit in d. In case that u′(t) ⩾ 1, the Action Executor
aborts decreasing vCPUs to prevent containers from being
heavily utilized and potentially resulting in a substantially
prolonged response delay. Algorithm 3 presents the overall
process to scale-down vCPUs by our proposed Action Ex-
ecutor.

4.4.3 Maintain
When a maintain decision is made, i.e., a(t) = →, the
Action Executor will attempt to reduce deployment cost
and improve application performance by reconfiguring the
current containers. Particularly, the Action Executor first
determines the data center with the largest benefit+d de-
fined in eq. (11) for increasing one vCPU unit. Then the
Action Executor determines the data center with the largest
benefit−d defined in eq. (14) for decreasing one vCPU unit.
Let ANL′(t) and DC ′(t) denote the new average network
latency and deployment cost after the reconfiguration. In
many cases, we have ANL′(t) < ANL(t) ∧ DC ′(t) >
DC(t) or DC ′(t) < DC(t) ∧ ANL′(t) > ANL(t). The
Action Executor only performs the low-level scaling when
ANL′(t) < ANL(t) ∧ DC ′(t) < DC(t) to avoid reconfig-
uring the current containers too frequently.

In summary, as shown in Fig. 3 our newly designed
multi-step predicted workloads, penalty-based reward func-
tion, and safety-aware heuristics are integrated into the
three components of the DRL-based scaling policy to realize
both the cost minimization and constraint satisfaction of the
LACS problem.

5 PERFORMANCE EVALUATION

In the absence of a publicly available global cloud testbed,
we conduct a series of simulation studies to examine the

(a) WikiBench (b) NASA HTTP

Fig. 4. Application worklaod

performance of DeepScale using the real-world datasets. By
using realistic container pricing and workloads for cloud
applications, we compare the performance of DeepScale with
several state-of-the-art baselines. The highlights are:

• DeepScale can consistently satisfy the constraint on
the average response time (ART ), while some base-
lines cannot in some problem instances.

• For different problem instances in terms of applica-
tion types and workloads, DeepScale achieves up to
39% savings in terms of the total deployment cost
(TDC).

5.1 Datasets
We collect the real container pricing schemes in April 2023
from AWS [15]. 18 major Amazon data centers (see TABLE
1) have been included in the experiments. Referring to [14],
we adopt 82 user regions from 35 countries on 6 continents
in the Sprint IP Network5 to simulate the global user com-
munity. To evaluate the network latency between users and
deployed services, we use the observation information in
the Sprint6 IP backbone network databases [18].

We use real traces of user requests based on the public
benchmark WikiBench [26] and NASA HTTP [27] to create
workloads for our experiments. WikiBench is a Web hosting
benchmark allowing the stress-test of systems designed
to host Web applications. Following [63], our experimen-
tal workload contains 1% of all user requests issued to
Wikipedia (in all languages). NASA HTTP contains HTTP
requests to the NASA Kennedy Space Center WWW server
in Florida. Refer to [6], the request rate of NASA HTTP
is increased by 180 times to replay millions of requests
daily. Referring to [64], [65], we apply Facebook subscribers
statistics7 to simulate the distribution of application requests
among different user regions.

We randomly extract one day’s workload from Wik-
iBench and NASA HTTP for training and use the workload
on the following day for testing. The duration of each time
period, i.e., the time interval for making scaling decisions,
is set to 3 minutes as in the articles [5], [6]. Fig. 4 depicts
the request rate (i.e., number of requests per second) during
the two days. That is, the left 480 time periods are used for

5. https://www.sprint.net/tools/network-maps. Accessed: May. 24,
2023.

6. https://www.sprint.net/tools/ip-network-performance.
Accessed: May. 24, 2023.

7. https://worldpopulationreview.com/country-
rankings/facebook-users-by-country. Accessed: May. 24, 2023.
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training and the right 480 time periods are used for testing.
From Fig. 4, we can observe that the historical workloads
variations match well with future workloads changes on
the WikiBench dataset. As a result, the prediction model
can predict future workloads with high accuracy. In com-
parison, on the NASA HTTP dataset, future workload trend
deviates significantly from the historical track, making this
dataset much harder to handle by the prediction model.
We are tasked to deploy 3 applications reported in the
article [18]. We follow [14] closely to calibrate the queuing
model, particularly the request rate distribution based on
real-world business web applications reported in the article
[66], in term of resource demands for the individual appli-
cations. The application processing time for a single request
is approximately 10ms (application 1), 15ms (application 2),
and 20ms (application 3), running on the container with one
vCPU unit. To sum up, six problem instances are included
in our experiments. For convenience, we denote them as
Wiki app-1, Wiki app-2, Wiki app-3, NASA app-1, NASA app-
2, NASA app-3, respectively.

5.2 Algorithm Implementation
We implement DeepScale using PyTorch [67] and build
a novel simulator using openAI‘s gym environment
[68]. Following the basic principles for cloud experi-
ment reproducibility in the article [69], we have made
the representative code and data publicly available at:
https://zenodo.org/record/8166602. For the workload pre-
diction model, we apply a long short-term memory (LSTM)
neural network because it can accurately predict cloud
application workloads in many existing research works and
production systems [20], [70]. We adopt the same parameter
settings as [20] for the LSTM-based prediction model: a
hidden layer with 20 LSTM units and the number of future
time periods to be predicted f = 5. We use root-mean-
square error (RMSE) as the loss function and Adam [71] as
the optimizer for training the LSTM neural network. In our
experiments, the LSTM neural network can converge within
100 episodes and provide good performance in predicting
future workloads (see Subsection 5.6).

In our implementation, the DQN has two fully-
connected hidden layers, each with 64 nodes. The input
and hidden layers use rectified linear units (ReLUs). We also
apply Adam as the optimizer. The initial and minimum ϵ,
i.e., the probability that DRL randomly chooses an action (in
step 4 of Algorithm 1), are set as 0.2 and 0.01, respectively
[23]. Following [23], other algorithm settings of the DQN
include: learning rate α is 0.001, and the mini-batch size is
32. The DQN is trained for 200 episodes because it always
converges within 200 episodes. Refer to [12], the acceptable
threshold of ART , i.e., m in constraint (7), is set to 150
ms, since a latency up to 200ms will deteriorate the user
experience significantly [72].

5.3 Baselines
To evaluate the performance of DeepScale, we further imple-
ment an industry scaling strategy and two state-of-the-art
baselines in our experiments.

Amazon auto-scaling service [19] provides many con-
tainer scaling methods to handle the increasing or decreas-
ing workload of an application. Referring to [73], we apply

Fig. 5. ART of problem instances.

the rule-based auto-scaling method by setting an upper
threshold (0.8) and a lower threshold (0.6) on the CPU
utilization rate of containers. For convenience, we denote
this baseline algorithm as AWS-Scale. Concretely, if the CPU
utilization rate is above the upper threshold, AWS-Scale will
scale-up the system. In case the CPU utilization rate is below
the lower threshold, AWS-Scale will scale-down the system.
To realize the location-aware container scaling, Algorithm 2
and Algorithm 3 are used in AWS-Scale to make low-level
scaling decisions according to the threshold-based scale-up
and scale-down decisions.

A-SARSA [10] is a recently proposed RL algorithm for
auto-scaling containers. A-SARSA first combines ARIMA
and a feedforward neural network to predict the CPU uti-
lization rate and response time. Then the two predicted val-
ues are respectively discretized into different levels. Finally,
a Q-table is trained by SARSA to make scaling decisions. For
a fair comparison, we have fine-tuned the ARIMA model to
achieve highly competitive accuracy for workload predic-
tion with our LSTM-based model. Concretely, the RMSE of
the predicted workload w(t+ 1) on the testing day are 1.86
and 2.02 requests/s respectively (1.78 and 2.05 requests/s
for our LSTM-based model detailed in Subsection 5.6). To
control the constraint on the response time, A-SARSA ap-
plies a penalty-based reward function. Because A-SARSA
only considers the container scaling within a single cloud
data center, we also allow A-SARSA to use low-level scaling
decisions made by our Action Executor.

The deep Q-learning container migration algorithm
(DQLCM) [28] is proposed for delay-sensitive applications
in fog computing. To select an appropriate action, DQLCM
introduces problem-specific strategies for container migra-
tion. Particularly, two thresholds of CPU utilization rate, i.e.,
thunder and thover, are predefined to classify fog nodes into
different groups, i.e., under-utilized nodes and over-utilized
nodes. For the nodes in different groups, different heuristics
are proposed to determine the migrated containers and their
destination. The action set of DQLCM is determined as
optional container placement generated by these heuristics.
To apply DQLCM to the LACS problem, we treat container
migration as container scaling and fog nodes as application
instances at different locations. thunder and thover are set
as 0.5 and 0.9 respectively because the combination of
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Fig. 6. TDC of constraint-compliant problem instances.

parameters demonstrates the best performance in terms of
both the cost minimization and constraint satisfaction in our
experiments.

5.4 Constraint Compliance
To compare algorithm performance, we run each exper-
iment 30 times. Fig. 5 shows ART of different problem
instances over the testing day achieved by DeepScale and
the three baselines. The red line in Fig. 5 is the predefined
constraint m, i.e., 150 ms.

For the WikiBench workload, ART of app-3 by AWS-
Scale is slightly over m. The three RL-based algorithms are
capable of meeting the constraint on ART . Particularly, A-
SARSA always has the lowest ART . Note that the LACS
problem aims to minimize TDC subject to the constraint on
ART . The lower ART obtained by A-SARSA is undesirable
due to its high TDC (see Subsection 5.5). For DQLCM, ART
is longer than DeepScale for app-1 and app-3, while shorter
than DeepScale for app-2.

For the NASA HTTP workload, the two threshold-based
algorithms, i.e., AWS-Scale and DQLCM, significantly exceed
the predefined constraint m for all applications. This indi-
cates that using two fixed thresholds for container scaling is
insufficient to satisfy the performance constraint. With the
help of the penalty-based reward function and safety-aware
heuristics, A-SARSA and DeepScale can satisfy constraints
for all applications.

5.5 TDC Comparison
In this subsection, we compare DeepScale with the baselines
for the constraint-compliant problem instances in terms of
TDC as reported in Fig. 6.

TABLE 4
Performance of workload prediction model in terms of RMSE

(requests/s)

w(t+ 1) w(t+ 2) w(t+ 3) w(t+ 4) w(t+ 5)
WikiBench 1.78 2.76 3.60 4.35 5.08

NASA HTTP 2.05 3.38 4.51 5.44 6.34

DeepScale saves cost by 22% for app-1 and 21% for app-2
compared to AWS-Scale for the WikiBench workload. This
shows that the industry-leading threshold-based methods
may not be suitable for scaling cloud applications with
dynamically changing and widely distributed workloads.
The bad performance on the deployment cost in our exper-
iments is consistent with previous observations reported in
the article [73].

A-SARSA spends 21% more TDC for the WikiBench
workload and 39% more TDC for the NASA HTTP work-
load than DeepScale on average over different applications.
Through our newly proposed multi-step workload predic-
tion, the scaling decisions made by DeepScale is more cost-
effective. Beside, DeepScale can handle high-dimensional
state space more effectively by using DQN comparing with
the discretization technique adopted in A-SARSA.

DeepScale achieves on average 8% less TDC than
DQLCM for the WikiBench workload, which also demon-
strates the effectiveness of the workload prediction model.

The observed performance differences between Deep-
Scale and all baselines are all verified through a statistical
test (Wilcoxon Rank-Sum test) with a significance level of
0.05. From the above results, we can conclude that Deep-
Scale can achieve the lowest TDC and highly likely satisfy
constraints on ART . The mean and standard deviation of
ART and TDC are presented in TABLE 3. The results are
presented in italic for the problem instances on which the
baseline algorithms cannot satisfy the constraint on ART .
From TABLE 3 we observe that ART and TDC achieved by
DeepScale has a small standard deviation over 30 repeated
experiments, confirming its stability and reliability for the
LACS problem.

5.6 Further Analysis
To verify the reliability of the workload prediction model
used by DeepScale, we evaluate the performance of long
short-term memory (LSTM)-based workload prediction
model in terms of root-mean-square error (RMSE). The
RMSE of the predicted workloads in future f time periods
on the testing day are shown in TABLE 4. From TABLE 4,
we can see the RMSE ranges from 1.78 to 5.08 requests/s for

TABLE 3
Algorithm performance comparison for the LACS problem with different problem instances (ART in ms, TDC per year in USD, the best is

highlighted).

Problem AWS-Scale A-SARSA DQLCM DeepScale
Instance ART TDC ART TDC ART TDC ART TDC

Wiki app1 147.34±0 1646.15±0 137.88±1.44 1602.35±94.9 147.61±1.27 1361.45±65.7 146.24±0.97 1284.8±58.4
Wiki app2 149±0 2310.45±0 138.45±0.91 2208.25±80.3 146.43±0.63 1985.6±54.75 146.85±0.84 1814.05±18.25
Wiki app3 150.98±0 3095.2±0 139.2±1.64 2828.75±237.25 148.81±1.14 2642.6±262.8 146.63±1.06 2401.7±69.35

NASA app1 381.76±0 865.05.2±0 130.77±1.56 1660.75±146 242.26±0.44 824.9±160.6 147.37±1.08 1124.2±80.3
NASA app2 359.13±0 1178.95±0 132.22±3.06 2273.95±266.45 248.26±0.57 1084.05±208.05 147.8±0.92 1580.45±127.75
NASA app3 334.08±0 1543.95±0 132.26±2.03 2595.15±182.5 237.7±0.77 1715.5±281.05 146.83±1.34 2069.55±164.25
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Fig. 7. TDC of NASA app-3 on the testing day.

the WikiBench workload and from 2.05 to 6.34 requests/s for
the NASA HTTP workload. We can calculate a normalized
RMSE by:

NRMSE =
RMSE

ymax − ymin
, (15)

where ymax and ymin are the maximum and minimum
workloads on the testing day. By calculation, the NRMSE of
the workload prediction model for predicting the WikiBench
workload and the NASA HTTP workload in the next time
period are 0.95% and 1.36% respectively. The results are
reliable for DeepScale to make scaling decisions [20].

Next, we depict the change of TDC and ART obtained
by DeepScale on the testing day across all learning episodes
in Fig. 7 and Fig. 8. For the ablation study, the performance
of DeepScale with single-step predicted workload (DeepScale
with single-step prediction for short) and DeepScale without
using predicted workloads (DeepScale without prediction for
short) are also included in Fig. 7 and Fig. 8. Concretely, the
State Constructor of DeepScale with single-step prediction only
utilizes w(t+1) as the prediction information. Also, w(t+1)
is used by Action Executor to generate constraint-compliant
scaling decisions. For DeepScale without prediction, the State
Constructor does not collect the information of predicted
workloads. Meanwhile, the Action Executor makes low-level
scaling decisions based on the current CPU utilization rate.
We only present the results with respect to the problem
instance of NASA app-3 while a similar trend has been
observed for other problem instances. Fig. 7 shows that
TDC of the three algorithms becomes flattened after about
50 episodes. By utilizing multi-step future workloads from
the workload prediction model, TDC of DeepScale is 3%
less than DeepScale with single-step prediction and 5% less
than DeepScale without prediction, confirming the importance
of considering future workloads on cost-saving. In Fig. 8,
we can observe that ART of DeepScale and DeepScale with
single-step prediction falls strictly under m (red line) after
about 100 episodes, while DeepScale without prediction cannot
effectively learn constraint-compliant policies. The results
show that using the predicted workload in Action Executor
is very helpful to reduce ART for meeting the performance
constraint.

After training, A-SARSA, DQLCM, and DeepScale can
scale containerized applications for incoming requests with

Fig. 8. ART of NASA app-3 on the testing day.

TABLE 5
Performance comparison with different m (ART in ms, TDC per year

in USD.
Problem 140ms 160ms
Instance ART TDC ART TDC

Wiki app-1 138.42±0.28 1910.82±44.9 157.26±1.48 1255.25±45.28
Wiki app-2 138.96±0.45 2636.93±56.21 158.02±0.89 1795.01±66.29
Wiki app-3 139.19±0.74 3420.37±74.12 158.41±0.72 2334.77±50.37

NASA app-1 137.96±0.89 1255.95±65.92 158.83±0.49 999.45±71.24
NASA app-2 138.24±0.67 1709.69±83.65 157.72±0.84 1404.92±56.77
NASA app-3 138.55±0.98 2291.99±52.7 158.49±0.66 1837.4±99.23

trivial computational overhead. Particularly, the total time
required to make a high-level scaling decision using DQN
and a low-level scaling decision through our heuristic-based
Action Executor is within 1 ms. The training time of Deep-
Scale is within 30 minutes, which includes the training of
the LSTM-based workload prediction model and the DRL-
based scaling policy. Periodical use of DeepScale every day is
highly feasible in practice. The training time of A-SARSA is
similar to DeepScale. The training of DQLCM takes a longer
time due to a more complex action space (about 5 hours).

Finally, we apply DeepScale to solve the LACS problem
with a more stringent threshold, i.e., m = 140ms and a more
lax threshold, i.e., m = 160ms. The mean and standard
deviation of ART and TDC are presented in TABLE 5.
From TABLE, 5 we observe that DeepScale still can satisfy
constraints on ART for all problem instances. A smaller m
results in larger TDC while a larger m contributes to cost
saving.

6 DISCUSSION

From the experimental results, we can see the effectiveness
of DeepScale for solving the LACS problem. The following
issues deserve further investigations.

Scope. As confirmed by many existing studies [74], it is a
common practice for modern applications to be architected
as stateless as possible for container-level scalability, e.g.,
search engines and social media [75]. In line with this
trending architectural style, we focus on scaling the stateless
applications in the paper. Besides, we assume that each
application instance, as a separate service, is deployed to
one container. This is a common assumption in the literature
[76], [77] and widely exercised in the industry for easier
auto-scaling [78]. The proposed algorithm is inapplicable to
the scenario where two or more applications running within
the same container.
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Fig. 9. Percentiles under the response time bounds for app-1.

In this paper, we focus on the application performance in
terms of the response time. The response time is measured
from the moment a user makes an application request to
the moment when this user receives the corresponding re-
sponse, taking into account both the request processing time
and round-trip delay between the user and an application
instance. Referring to [28], [54], [55], we assume that there
is sufficient memory for the applications to support the
temporary storage and fast access. Therefore, the request
processing time is significantly affected by the CPU utiliza-
tion of containers. That is, the experimental results may not
apply directly to some memory-bound applications.

Tail response time. In this paper, we consider the con-
straint on the average response time with respect to widely
distributed user requests, because it seriously affects the
user satisfaction with applications [12], [13]. In the industry,
tail response time is also considered to provide deep insights
into the performance of some cloud applications under high
load [79]. We measured the distribution of the response time
achieved by DeepScale on the testing day. Subject to the
constraint on the average response time, i.e., 150ms in our
experiments, 99% of requests are served within 300ms for
all the problem instances. For example, Fig. 9 demonstrates
the percentiles under the response time bounds ranged from
0ms to 400ms for app-1. In Fig. 9, we can observe that 99% of
user requests can be served within 285ms for the WikiBench
workload and 292ms for the NASA workload. Several stud-
ies have proven that the performance is accepted by many
applications [80], [81].

Limitations. In practice, workload contention may occur
when an application imposes heavy workload on system
resources [82]. In this paper, we apply the proactive strategy
to ensure that the workload will not exceed to the critical
level of the container capacity. In our experiments, the
CPU utilization of containers is consistently below 80%, the
previous study showed that the level of contention will not
significantly affect the average request processing time [83].

Except for the number of allocated vCPUs, the capacity
of an application instance is also impacted by the appli-
cation caching, hyper-threading architecture, and potential
contention. Even so, the number of vCPU is still an im-

portant measure of capacity for containerized applications
[7], [33]. We will take the other effects on the capacity of
application instances into account in our future work.

7 CONCLUSIONS AND FUTURE WORKS

In this paper, we proposed an effective deep reinforcement
learning algorithm, DeepScale, to auto-scale containerized
applications in geo-distributed clouds. We first formulated
the location-aware container scaling (LACS) problem to
minimize the total cost over a time span under the constraint
on the average response time for containerized application
deployment. By training the newly designed holistic scaling
policy with newly designed algorithmic components, Deep-
Scale can achieve both cost-effectiveness and constraint sat-
isfaction. Finally, we evaluated the effectiveness of DeepScale
through conducting extensive simulation studies on real-
world datasets. The experiments with realistic application
workloads showed that DeepScale can effectively satisfy the
constraint on the average response time for a variety of
applications under significantly different workloads. In the
meantime, DeepScale can significantly reduce the deploy-
ment cost of applications compared with the state-of-the-
art baselines, including Amazon auto-scaling service and
recently proposed RL-based algorithms.

In this paper, we consider the constraint on the av-
erage response time because it seriously affects the user
satisfaction of applications [12], [13]. We believe it is a
promising future direction to simultaneously consider other
constraints, such as service availability among different
cloud data centers and data sovereignty. Designing novel
safe RL algorithms for solving the LACS problem with mul-
tiple potentially conflicting constraints will be an interesting
research topic. Furthermore, we will evaluate DeepScale on
real-world geo-distributed cloud platforms.
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