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Feature selection is a multi-objective problem with the two main conflicting objectives
of minimising the number of features and maximising the classification performance.
However, most existing feature selection algorithms are single objective and do not ap-
propriately reflect the actual need. There are a small number of multi-objective feature
selection algorithms, which are wrapper based and accordingly are computationally ex-
pensive and less general than filter algorithms. Evolutionary computation techniques
are particularly suitable for multi-objective optimisation because they use a popula-
tion of candidate solutions and are able to find multiple non-dominated solutions in a
single run. However, the two well-known evolutionary multi-objective algorithms, non-
dominated sorting based multi-objective genetic algorithm II (NSGAII) and strength
Pareto evolutionary algorithm 2 (SPEA2) have not been applied to filter based feature
selection. In this work, based on NSGAII and SPEA2, we develop two multi-objective,
filter based feature selection frameworks. Four multi-objective feature selection methods
are then developed by applying mutual information and entropy as two different filter
evaluation criteria in each of the two proposed frameworks. The proposed multi-objective
algorithms are examined and compared with a single objective method and three tradi-
tional methods (two filters and one wrapper) on eight benchmark datasets. A decision
tree is employed to test the classification performance. Experimental results show that
the proposed multi-objective algorithms can automatically evolve a set of non-dominated
solutions that include a smaller number of features and achieve better classification per-
formance than using all features. NSGAII and SPEA2 outperform the single objective
algorithm, the two traditional filter algorithms and even the traditional wrapper algo-
rithm in terms of both the number of features and the classification performance in most
cases. NSGAII achieves similar performance to SPEA2 for the datasets that consist of a
small number of features and slightly better results when the number of features is large.
This work represents the first study on NSGAII and SPEA2 for filter feature selection
in classification problems with both providing field leading classification performance.

Keywords: Feature selection; evolutionary algorithms; multi-objective optimisation; filter
approaches; genetic algorithms.
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1. Introduction

Classification is one of the major tasks in machine learning and data mining, which
involves the prediction of the class label for each instance according to the infor-
mation described by its features. However, classification problems usually include a
large number of features. Irrelevant and redundant features may reduce the classi-
fication performance due to the unnecessarily large search space. Feature selection
aims to select a subset of relevant features to achieve similar or even better clas-
sification performance.' 3 By selecting only the relevant features for classification,
feature selection can reduce the running time, simplify the learned classifier, and /or
increase the classification performance.!

Feature selection is a difficult problem because of two main reasons. The first
reason is that there can be complex interaction between features. An individu-
ally relevant (irrelevant) feature may become redundant (relevant) when working
together with other features. An optimal feature subset should be a group of com-
plementary features that span over the diverse properties of the classes to properly
discriminate them. The second reason is that the search space is large that is 2" for
n features. So in most situations, it is impractical to conduct an exhaustive search
for feature selection.*® Therefore, feature selection algorithms need two key fac-
tors: an evaluation criterion, which determines the goodness of the selected feature
subset, and a search technique, which searches the space of solutions to find the
optimal feature subset.

Based on the evaluation criterion, existing feature selection approaches can be
broadly classified into two categories: wrapper approaches and filter approaches.
Wrapper approaches include a learning/classification algorithm as part of the eval-
uation function to determine the goodness of the selected feature subsets. Wrappers
can often achieve better results than filter approaches, but the main drawbacks are
their high computational cost and loss of generality.* Filter approaches use sta-
tistical characteristics of the data for evaluation and the feature selection search
process is independent of a learning/classification algorithm. Compared with wrap-
pers, filter approaches are argued to be computationally less expensive and more
general.!

A variety of search techniques have been applied to feature selection such as
greedy search.>% However, most of the existing feature selection methods still suffer
from different problems, such as stagnation in local optima and high computational
cost.®” In order to better address feature selection problems, an efficient global
search technique is needed. Evolutionary computation algorithms, such as genetic
algorithms (GAs),® genetic programming (GP)? and particle swarm optimisation
(PSO),? are well-known for their global search ability and they have been applied
to feature selection problems.

Most of the existing feature selection algorithms are wrapper approaches. Wrap-
pers are less general and computational more expensive than filter approaches.
Meanwhile, feature selection problems have the two main objectives of minimising
both the classification error rate and the number of features. These two objectives
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are usually conflicting to each other. Therefore, the optimal solution needs to be
chosen in the presence of a trade-off between the two objectives. However, most
of the existing algorithms are single objective methods. Evolutionary algorithms
seem particularly suitable to solve multi-objective problems, because they simulta-
neously deal with a population of candidate solutions, which allows them to find
multiple non-dominated solutions in a single run. Evolutionary multi-objective al-
gorithms, such as non-dominated sorting based multi-objective genetic algorithm II
(NSGAII)!Y and strength Pareto evolutionary algorithm 2 (SPEA2),!! have been
widely used in many areas.'? However, the use of NSGAII and SPEA2 in filter based
feature selection has not been investigated to date. Although mutual information
and entropy as effective information measures have already been investigated by
many researchers, they have never been used with NSGAII or SPEA2 for multi-
objective filter feature selection. The work represents the first study on NSGAII
and SPEA2 for filter feature selection in classification problems.

1.1. Goals

The overall goal of this paper is to develop a multi-objective, filter based feature
selection approach to classification based on information theory and evolutionary
multi-objective techniques to search for a set of non-dominated solutions (feature
subsets), which contain a small number of features and achieve similar or even
better classification performance than using all features. To achieve this goal, we
will develop two information measurements (mutual information and entropy) and
two multi-objective feature selection frameworks based on NSGAII and SPEA2.
Thus four multi-objective feature selection algorithms will be proposed by applying
the two information measurements to the two frameworks. These proposed feature
selection algorithms will be examined and compared with three traditional feature
selection methods and a single objective GA on eight benchmark problems of varying
difficulty. Specifically, we will investigate

e whether the single objective GA approach with the two information measurements
can select a small number of features and improve the classification performance
over using all features;

e whether NSGAII based multi-objective feature selection algorithms can evolve a
smaller number of features and achieve better classification performance than the
single objective approach;

e whether SPEA2 based multi-objective feature selection algorithms can evolve a
set of good feature subsets and outperform the single objective algorithm; and

e whether the proposed multi-objective algorithms can outperform the three tradi-
tional feature selection methods.

1.2. Organisation

The remainder of the paper is organised as follows. Section 2 provides background
information of multi-objective optimisation, evolutionary computation techniques,
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and related work on feature selection. Section 3 describes the proposed multi-
objective feature selection algorithms, which are based on NSGAII and SPEA2 with
mutual information and entropy. Section 4 presents the experimental design. The
experimental results and discussions are provided in Section 5. Section 6 describes
conclusions and future work.

2. Background

This section provides background about multi-objective optimisation, evolutionary
techniques and also reviews typical related work on feature selection.

2.1. Multi-objective optimisation

Most optimisation problems naturally have multiple objectives and these objec-
tives are normally conflicting with each other. Multi-objective optimisation seeks
to simultaneously optimise (minimise or maximise) multiple conflicting objective
functions. In general, a k-objective minimisation problem can be formulated as
follows:

minimise F(x)=[f1(x), fo(x),..., fr(z)] (1)

subject to:
gi(z) <0, i=1,2,...,m (2)
hi(z) =0, i=1,2,...,1 (3)

where f;(x) is an objective function, which depends upon a vector of decision vari-
ables shown by z, g;(z) and h;(z) are the constraint functions.

When k£ = 1, the above model describes a single objective problem and the
optimal solution is the one minimising the objective. However, when k > 1 (multi-
objective problem), the quality of a solution is explained in terms of trade-offs
between the k conflicting objectives.

Let y and z be two solutions of the above k-objective minimisation problem. If
the following conditions are met, one can say that y dominates z (or z is dominated

by y):
Vi:fily) < filz) and  3Fj: fi(y) < fi(2) (4)

where i,j € {1,2,3,... k}. When a solution is not dominated by any other solutions,
it is referred as a Pareto optimal solution or a non-dominated solution. The set of all
Pareto optimal solutions forms the trade-off surface in the search space, the Pareto
front. A multi-objective algorithm is designed to search for a set of non-dominated
solutions.

Feature selection has the two main conflicting objectives, which are minimising
both the number of features and the classification error rate. Therefore, feature
selection can be expressed as a two-objective minimisation problem.
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2.2. FEwolutionary algorithms

Evolutionary computation is an area of artificial intelligence that covers the major-
ity of the techniques inspired by principles of biological evolution.'® Evolutionary
techniques have been successfully applied to solve a variety of real-world problems.'?

Genetic algorithms (GAs) are a typical evolutionary technique.'* In a GA, each
candidate solution is encoded as an individual, or a chromosome in the population.
The evolutionary process of a GA usually starts from a population of randomly
generated individuals. Based on the Darwinian principle of “survival of the fittest”,
the GA evolves toward the optimal solution in a series of generations. In each gener-
ation, the fitness of each individual is evaluated. According to their fitness, multiple
individuals are selected from the current population and modified by performing
genetic operators, such as crossover and mutation, to form a new population, which
is used in the next generation. Generally, the GA terminates when either a maxi-
mum number of generations has been performed, or a satisfactory fitness level has
been reached.

Evolutionary algorithms seem particularly suitable to solve multi-objective op-
timisation problems, because they simultaneously deal with a set of candidate solu-
tions (the so-called population). This allows the algorithms to find multiple possible
members of the Pareto optimal set in a single run, instead of having to perform dif-
ferent runs as in the case of the traditional mathematical programming techniques.
In recent years, many evolutionary multi-objective algorithms have been developed.
Two well-known algorithms are NSGAII and SPEA2, which have been successfully

applied to a variety of areas.!®!!

2.3. Entropy and mutual information

In information theory, entropy and mutual information can measure the information
of random variables.'® For example, let X be a random variable with discrete values,
its uncertainty can be measured by entropy H(X) defined as

H(X) == p(x)log, p(x) (5)
reX

where p(z) is the probability density function of X.
For two random variables X and Y with their probability density function
p(z,y), the joint entropy H(X,Y) is defined as

HX,Y)=- > p(z,y)log,p(x,y). (6)
rzeX yey

When a variable is known and others are unknown, the remaining uncertainty
is measured by the conditional entropy. Given Y, the conditional entropy H(XY)
of X with respect to Y is

HXY)=-= > pla,y)log,p(z[y) (7)
TeEX yeY
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where p(x|y) is the posterior probabilities of X given Y. H(X|Y) = 0 means that
X completely depends on Y and no more other information is required to describe
X when Y is known. H(X|Y) = H(X) denotes that knowing Y will do nothing to
observe X.

Mutual information defines the information shared between two random vari-
ables. Given variable X, mutual information I(X;Y") is how much information one
can gain about variable Y.

I(X;Y) = H(X) — HX|Y)
— H(Y) - H(Y|X)
. R C)
== 2 ploy)logy pyies.

reEX ,yey

(8)

According to Eq. (8), the mutual information I(X;Y") will be large if two vari-
ables X and Y are closely related. I(X;Y) =0 if X and Y are totally unrelated.

Let ¢ be a single discrete variable and Z be a set of discrete variables. The
information gain of ¢ given by Z can be calculated as follows!¢:

IG(e|Z) = H(c) — H(c|Z)
= H(c) = (H(cU Z) — H(Z))
=H(c)+ H(Z)—-H(cU 2) (9)
where H(Z) is the joint entropy of all the features in Z. If Z = A, B, C, then

H(A,B,C) =— Z z Zp(abc) log, p(abe) .

a€AbeB ceC

2.4. Related work on feature selection

A number of feature selection algorithms have been proposed in recent years.!

Typical feature selection algorithms are reviewed in this section.

2.4.1. Traditional feature selection approaches

The Relief algorithm!” is a classical filter feature selection algorithm. Relief assigns
a weight to each feature to denote the relevance of the feature to the class labels.
However, Relief does not deal with redundant features, because it attempts to find
all relevant features regardless of the redundancy between them. As decision trees
(DT) use only relevant features that are required to completely classify the train-
ing set and remove all other features, Cardie'® proposed a filter feature selection
algorithm that used a DT to select a subset of features for a k-nearest neighbour-
hood algorithm (KNN). The FOCUS algorithm,'® a filter algorithm, exhaustively
examines all possible feature subsets, then selects the smallest feature subset. How-
ever, the FOCUS algorithm is computationally inefficient because of the exhaustive
search.
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Two commonly used wrapper feature selection methods are sequential forward
selection (SFS)® and sequential backward selection (SBS).6 SFS (SBS) starts with
no features (all features), then candidate features are sequentially added to (removed
from) the initial feature subset until the further addition (removal) does not increase
the classification performance. The limitation of these two methods are that once a
feature is selected (eliminated) it cannot be eliminated (selected) later, which is so-
called nesting effect.? This limitation can be overcome by combining both SFS and
SBS into one algorithm. Therefore, the “plus-I-take away-r” method was proposed
by Stearns.?! “plus-I-take away-r” performs [ times forward selection followed by
r times backward elimination. The challenge is to determine the optimal values
of (I, ). To address this challenge, two floating feature selection algorithms were
proposed by Pudil et al.,?? namely sequential forward floating selection (SFFS) and
sequential backward floating selection (SBFS). SFFS and SBFS were developed
to automatically determine the values for (I, r). These two floating methods are
regarded to be at least as good as the best sequential method, but they also suffer

from the problem of stagnation in local optima.??

2.4.2. Ewvolutionary computation techniques for feature selection

Recently, evolutionary techniques have gained more attention for solving feature se-
lection problems. These include GAs, GP, PSO and ant colony optimisation (ACO).

Based on GAs, Huang and Wang?? proposed a feature selection algorithm, which
was used to simultaneously search for the best feature subset and optimise the ker-
nel parameters in a support vector machine (SVM). Experimental results show that
the proposed GA based algorithm outperformed a traditional parameters searching
method, the Grid algorithm, in terms of both the number of features and the classifi-
cation performance. Hamdani et al.?* developed a multi-objective, wrapper feature
selection algorithm using NSGAII, where the two objectives were the minimisa-
tion of both the number of features and the classification error rate. However, the
performance of this algorithm was not compared with any other feature selection al-
gorithm. Later, Soto et al.2° also developed a wrapper based multi-objective feature
selection algorithm, where NSGAII and SPEA2 were used as the search technique
and four different learning algorithms were used in the experiments to evaluate the
classification performance of the selected features. Guillén et al.26 used NSGAII
and local search to develop a memetic algorithm based multi-objective method for
wrapper based multi-objective feature selection and simultaneously evolving Radial
Basis Function Neural Networks (RBFNNs). In 2010, Huang et al.2” developed a
wrapper based multi-objective feature selection algorithm for customer churn pre-
diction in telecommunications by using a modified NSGAIIL In this approach, the
true positive rate, true negative rate and the overall classification rate are used as the
three objectives in NSGAII. Different from the above multi-objective algorithms,
the number of features are not one of the objectives in NSGAII. This algorithm
was examined on one churn pre diction dataset in telecommunications and achieved
good classification performance with a small number of features. However, all these
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multi-objective algorithms are wrapper based approaches, and there is no much work
conducted on using NSGAII for multi-objective filter based feature selection. In this
paper, we aim to develop a filter based multi-objective feature selection approach.

Memetic algorithms usually combine GAs and local search. Zhu et al.?® pro-
posed a hybrid wrapper and filter feature selection algorithm (WFFSA) based on a
memetic algorithm. In WFFSA, a GA adds or deletes a feature based on the ranked
individual features. Experiments show that WEFFSA outperformed GAs and other
methods. However, the performance of WFFSA may be limited when dealing with
problems with high feature interaction, because features are ranked individually
without considering the interaction between them.

Based on GP, Kourosh and Zhang® proposed a GP relevance measure (GPRM)
to evaluate and rank subsets of features, and GPRM is also efficient in terms of
feature selection. Muni et al.2? developed a multi-tree GP algorithm for feature
selection (GPmtfs) to simultaneously select a feature subset and design a classifier
using the selected features. For a c-class problem, each classifier in GPmtfs has
¢ trees. Comparisons suggest GPmtfs achieved better results than SFS, SBS and
other methods. However, the number of features selected increases when there are
(synthetically added) noisy features.

Kourosh and Zhang?° proposed a GP based filter approach to feature selection
in binary classification problems. Unlike most filter methods that usually could only
measure the relevance of a single feature to the class labels, the proposed algorithm
can discover the hidden relationships between subsets of features and the target
classes. Experiments show that the proposed algorithm improved the classification
performance of classifiers while decreased their complexity. However, the proposed
method might not be quite appropriate for the problems where the best feature
subset is expected to have a very large number of features.

PSO has been applied to feature selection problems. Wang et al.3! proposed a
filter feature selection algorithm based on an improved binary PSO and rough sets
theory.3? The goodness of a particle is assigned as the relevance degree between
class labels and selected features, which is measured by rough sets. This work also
shows that the computation of the rough sets consumes most of the running time,
which is a drawback of using rough sets in feature selection problems. Based on PSO,

1.33 proposed a filter-wrapper feature selection method, which aims to

Esseghir et a
integrate the strengths of both filters and wrappers. The proposed filter-wrapper
scheme encodes the position of each particle with a score, which reflects feature-
class dependency levels evaluated by a predefined filter criterion. The fitness of a
particle is the classification accuracy achieved by the selected features. Experimental
results show that the proposed method achieved slightly better performance than a
PSO based filter algorithm. As the proposed approach uses the wrapper scheme, it
would be necessary to compare the work directly with a wrapper approach in order
to judge its efficacy worth.

Unler and Murat? proposed a wrapper feature selection algorithm with an adap-
tive selection strategy, where a feature is chosen not only according to the likelihood
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calculated by PSO, but also to its contribution to the features already selected. Ex-
periments suggest that the proposed method outperformed the tabu search and scat-
ter search algorithms. Lin et al.3*
to optimise the kernel parameters in SVM and search for the optimal feature subset

proposed a wrapper feature selection algorithm

simultaneously. Experimental results show that the proposed algorithm achieved
slightly better performance than the GA-based algorithm developed by Huang and
Wang.?? Liu et al.” introduced a multi-swarm PSO (MSPSO) algorithm to search
for the optimal feature subset and optimise the parameters of SVM simultaneously.
Experiments show that the proposed feature selection method could achieve higher
classification accuracy than grid search, standard PSO and GA. However, the pro-
posed algorithm is computationally more expensive than the other three methods
because of the large population size and complicated communication rules between
different subswarms.

ACO as an evolutionary algorithm has also been applied to feature selection
problems. Ming?® proposed a feature selection method based on ACO and rough
sets. The proposed algorithm starts with the features included in the core of the
rough sets. Forward selection was adopted to search for the best feature subset.
Experimental results showed that the proposed algorithm achieved better classifica-
tion performance with fewer features than a C4.5 based feature selection algorithm.
However, experiments did not compare the proposed method with other evolution-
ary based feature selection algorithms. Sivagaminathan et al.?® applied ACO to a
wrapper feature selection algorithm, where an artificial neural network (ANN) was
used to evaluate the classification performance. Experimental results show that the
proposed algorithm selected a small number of features and achieved better clas-

1.37 proposed

sification performance than using all features in most cases. Gao et a
an ACO based wrapper feature selection algorithm to network intrusion detection.
However, only one problem was tested in the experiment, which does not demon-
strate the robustness, scalability, or general applicability of the proposed technique.

In summary, different techniques have been applied to feature selection. Many
studies have shown that evolutionary algorithms are efficient techniques for fea-
ture selection problems. However, most of the existing feature selection algorithms
are wrapper approaches, which are computationally more expensive and less gen-
eral than filter approaches. A relatively small number of filter feature selection
approaches have been proposed in which rough sets and fuzzy sets theories are
mainly used to evaluate the fitness of the selected features. However, Wang et al.3!
has already shown the drawback of high computational cost of using rough sets.
Moreover, there are rare studies on multi-objective evolutionary technique for fil-
ter feature selection. Therefore, the investigation of an evolutionary multi-objective

algorithm for filter based feature selection is still an open issue.

3. Proposed Multi-Objective Feature Selection Approaches

In this section, two filter criteria based on mutual information and entropy'® are
firstly described in this section. Two single objective benchmark feature selection
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algorithms are developed based on each of the two filter criteria and a single ob-
jective GA. Then we propose two new multi-objective feature selection frameworks
that form the new algorithms to treat feature selection as a multi-objective problem
with the goal of minimising the number of features and maximising the relevance
between the selected features and the class labels.

3.1. Single objective algorithms based on GAs, mutual information
and entropy

Two single objective feature selection algorithms are firstly developed as baselines
to test the performance of multi-objective algorithms, which will be proposed in
this paper.

3.1.1. GAs and mutual information: GAMI

Mutual information in information theory shows the relevance between two random
variables. In classification problems, categorical features and the class labels can be
treated as discrete variables. Therefore, mutual information can be used in feature
selection. The relevance of a feature subset to the class labels can be evaluated
by summing up the relevance of all individual features in the subset. However,
this sum will be maximised when all the features are included. In order to reduce
the number of features selected, the redundancy of the feature subset needs to be
minimised, which can be shown by the mutual information between features in the
subset. Based on mutual information, we proposed a filter fitness function for feature
selection in an attempt to maximise the relevance between features and class labels
and minimise the redundancy among features, which is shown in Eq. (10).16 In this
work, by using Eq. (10) as the fitness function and a GA as the search technique, we
propose a filter feature selection algorithm (GAMI). This measure (Eq. (10)) was
originally applied to a PSO algorithm and GAMI is its first application in a GA.

F1 = Reh - Red1 (10)
where

Rely = Z I(z;¢), and Red; = Z I(z;,xj)
zeX zi,2;€X

where X stands for the selected feature subset and x is a single feature in X. ¢ is the
class labels. I(x;c¢) and I(x;, ;) can be calculated according to Eq. (8). Rel; deter-
mines the relevance of the selected feature subset and Red; shows the redundancy
contained in the selected feature subset. F; aims to maximise the relevance Rel;
and simultaneously minimise the redundancy Red; in the selected feature subset.

In GAMI, each individual (chromosome) in the population represents a subset
of features. For a n-dimensional feature search space, each individual is encoded by
a n-bit binary string. The bit with value “1” indicates the feature is selected in the
subset, and “0” otherwise.

1350024-10
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3.1.2. GAs and entropy: GAE

Mutual information can find the two-way relevance and redundancy between fea-
tures, which are caused by feature interaction. However, it could not handle multi-
way complex feature interaction, which is one of the challenges in feature selection.
Entropy in information theory can measure the relevance between a group of fea-
tures based on which, we proposed another evaluation criterion to discover multi-
way relevance and redundancy among features and the fitness function can be seen
in Eq. (11).1° In this work, by using Eq. (11) as the fitness function and a GA as
the search technique, we propose a filter feature selection algorithm (GAE).

F2 = Relg — Red2 (11)
where

Rely = IG(¢|X) and Reds = 1 > IG(z[{X/x})
|S| recX
where X, z and ¢ have the same meanings as in Eq. (10). IG(¢|X) and IG(z|{X/z})
can be calculated according to Eq. (9). Rely shows the relevance between features
in X and ¢, and Redy indicates the redundancy in X. F5 aims to maximise the
relevance Rely and minimise the redundancy Reds among selected features.

3.1.3. Different weights for relevance and redundancy in GAMI and GAFE

The relevance and redundancy are equally important in Egs. (10) and (11). In
order to investigate the influence of different relative importances for relevance and
redundancy, a parameter « is introduced, which is shown by «; in Eq. (12) and as
in Eq. (13).

Fy = ag x Rely — (1 — aq) * Redy (12)
F2 = (x2 * Relg — (1 — OZQ) * Redg (13)

where ;1 and s are constant values in (0, 1), which show the relative importance of
the relevance. (1 —a1) and (1 — ag) show the relative importance of the reduction of
the redundancy. We assume the relevance is more important than the redundancy,
SO a1 or (g is set to be larger than (1—a1) or (1 —az). When a; = 0.5 (1—a; = 0.5)
and ag = 0.5 (1 —a =0.5), Egs. (12) and (13) are the same as Eqgs. (10) and (11),
where the relevance and redundancy are equally important.

3.2. New algorithms: NSGAIIMI and NSGAIIE

GAMI and GAE are single objective algorithms combining the two main objectives
of the relevance (indicating the classification performance) and the redundancy
(implicitly presenting the number of features). In order to better address feature
selection problems, we aim to propose a multi-objective, filter feature selection ap-
proach based on evolutionary computation techniques. NSGAII is one of the most
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popular evolutionary multi-objective algorithms, proposed by Deb et al.'® The main
principle of NSGAII is the use of fast non-dominated sorting technique and the di-
versity preservation strategy. The fast non-dominated sorting technique is used to
rank the parent and child populations to different levels of non-dominated solution
fronts. A density estimation based on the crowding distance is adopted to keep the
diversity of the population. More details can be seen in the literature.'”

NSGAII has been successfully used in many areas.'? However, it has never been
applied to filter based feature selection for classification. In this paper, we develop
a multi-objective, filter feature selection framework based on NSGAII. Further, two
new multi-objective, filter feature selection algorithms, NSGAIIMI and NSGAIIE,
are proposed by applying mutual information and entropy as the evaluation criterion
in NSGAII.

NSGAIIMI and NSGAIIE aim to minimise the number of features selected and
simultaneously maximise the relevance between the feature subset and the class
labels. Algorithm 1 shows the pseudo-code of NSGAIIMI and NSGAIIE. After
intilisation and the evaluation of individuals, a child population is generated by
selection, crossover and mutation operators. Line 8 shows the idea of merging the
parent and child populations into a union. Then, the fast non-dominated sorting is
performed to identify different levels of Pareto fronts in the union (in Line 10). In
this procedure, the non-dominated solutions in the union are called the first non-
dominated front, which are then excluded from the union. Then the non-dominated
solutions in the new union are called the second non-dominated front. The follow-
ing levels of non-dominated fronts are identified by repeating this procedure. For
the next generation, solutions (individuals) are selected from the top levels of the
non-dominated fronts, starting from the first front (from Line 11 to Line 21). When
selecting individuals for the new generation, crowding distance is adopted to keep
the diversity of the population, which can be seen in Lines 13 and 17. The algo-
rithms repeat the procedures from Line 6 to Line 23 until the predefined maximum
generation has been reached.

3.3. New algorithms: SPEA2MI and SPEA2FE

In order to further investigate the use of evolutionary multi-objective techniques
for filter based feature selection, we propose another multi-objective feature selec-
tion framework based on the well-known evolutionary multi-objective algorithm,
SPEA2, which has never been applied to filter based feature selection. Further, mu-
tual information and entropy are applied to this framework to propose two new
multi-objective algorithms, SPEA2MI and SPEA2E.

SPEA2MI and SPEA2FE aim to minimise the number of selected features and
simultaneously maximise the relevance between the selected feature subset and the
class labels. Algorithm 2 shows the pseudo-code of SPEA2MI and SPEA2E. The
main principle of SPEAII is the fine-gained fitness assignment strategy and the use
of an archive truncation method. The fine-gained fitness assignment is shown from
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Algorithm 1: Pseudo-Code of NSGAIIMI and NSGAIIE

© o N o

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

begin

Divide Dataset into a Training set and a Test set;

Initialise Population based on S (Population size) and D (Dimensionality, number of
features);

Evaluate two objectives of each individual ; /* number of features and the
relevance (Rel; in NSGAIIMI and Relz in NSGAIIE) on the Training set */
Generate Child (new population) by conducting selection, crossover and mutation
operators;

while Maximum Number of Generations is not reached do

Evaluate two objectives of each individual in new Child,

Merge Child and Population to Union;

Empty Population and Child for new generation;

Identify different levels of non-dominated fronts F = (F1, F», F3, ...) in Union ;
/* Fast non-dominated sorting */

while |Population| < S do

if |Population| + |F;| < S then

Calculate crowding distance of each individual in Fj;

Add F; to Population;

i =14+ 1

else

Calculate crowding distance of each particle in Fj;

Sort particles in Fj;

Add the (S — |Population|) least crowded particles to Population;
end

end
Generate Child (new population) by conducting selection, crossover and mutation

operators;
end

Calculate the number of features in each solution in Fi;

Calculate the classification error rate of the solutions (feature subsets) in Fi on the
test set ; /* F] is the achieved Pareto front */
Return the solutions in F1;

Return the number of features and the test classification error rate of each solution in
Fry;

end

Line 8 to Line 10, where the fitness of each individual is the sum of its strength raw
fitness and a density estimation. Line 4 shows the intilisation of the archive. The up-
dating process of the archive can be seen from Line 11 to Line 17. When the number

of non-dominated solutions is larger than the predefined maximum archive size, the

archive truncation method is applied to determine whether a non-dominated solu-

tion should be included in the archive or not based on their similarity measured by

its distance with its neighbours (Line 16). A new population is constructed by the

non-dominated solutions in both the original population and the archive (Line 18).

The algorithms repeat the procedures from Line 5 to Line 19 until the predefined

maximum generation has been reached.
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Algorithm 2: Pseudo-Code of SPEA2MI and SPEA2E

1 begin

2 Divide Dataset into a Training set and a Test set;

3 Initialise the Population based on S (Population size) and D (Dimensionality, number
of features);

4 Create the Archive (empty);

5 while Maximum Number of Generations is not reached do

6 Evaluate two objectives of each individual ; /* number of features and the

10

11

12
13

14

15

16

17

18

relevance (Rel; in SPEA2MI and Relp in SPEA2E) on the Training set */

Merge Population and Archive to Union;

Calculate the raw fitness of each individual in Union;

Calculate the density of each individual in Union;

Calculate the fitness of each individual in Union ; /* fitness is the sum of the

raw fitness and the density value */

Identify the non-dominated solutions in Union and add them to Archive;

if |Archive| < Maximum Archive Size then
Add the non-dominated solutions from the remaining Population to Archive ;
/* Remaining Population excludes the non-dominated solutions that
have already been added to Archive */

end

else if |Archive| > Mazimum Archive Size then

| Remove similar solutions to reduce the size of Archive;

end

Generate new Population by performing crossover and mutation operators based

on Archive and Population;

19 end

20 Calculate the number of features in each solution in Archive;

21 Calculate the classification error rate of the solutions in Archive on the test set;

22 Return the solutions in Archive;

23 Return the number of features and the test classification error rate of each solution in
Archive;

24 end

4. Experimental Design

4.1. Datasets

Eight datasets (Table 1) are used in the experiments, which were chosen from the
UCI machine learning repository.?® The eight datasets were selected to have differ-
ent numbers of features, classes and instances and they are used as representative
samples of the problems that the proposed algorithms will test on. Since mutual
information and entropy are mainly used for discrete variables, all the datasets were
selected to have discrete features only, which do not need a discretization process.

In the experiments, all the instances in a dataset are randomly divided into two
sets: 70% as the training set and 30% as the test set. The algorithms firstly run
on the training set to select feature subsets and then the classification performance
(i.e. the classification accuracy or classification error rate) of the selected feature
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Table 1. Datasets.

Dataset #Features #Classes #Instances
Lymphography (Lymph) 18 4 148
Mushroom 22 2 5644
Spect 22 2 267
Leddisplay 24 10 1000
Dermatology 34 6 366
Soybean Large 35 19 683
Chess 36 2 3196
Connect4 42 3 67557

subsets will be calculated on the test set by a learning algorithm. There are many
learning algorithms that can be used here, such as K nearest neighbour, naive bayes,
and DT. As DT is a very commonly used learning algorithm, it is selected in this
study to calculate the classification performance of the selected features according
to Eq. (14):

FP+ FN

E te = 14
or T = b TN + FP + FN (14)

where TP, TN, FP and FN stand for true positives, true negatives, false positives
and false negatives, respectively.

4.2. Parameter settings

In the experiments, a library named EvA23° is used for the single objective GA

and a library named jMetal*® is used for NSGAII and SPEA2. In all algorithms,
the population size is 30 and the maximum generation is 500. A bit-flip mutation
operator and single point crossover operator are applied. The mutation rate is 1/n,
where n is the number of available features (dimensionality) and the crossover prob-
ability is 0.9. Other parameters are set as the default values in the libraries. For
each dataset, all the algorithms have been conducted for 40 independent runs.

For single objective algorithms, GAMI and GAE, a statistical significance test,
double tailed Student T-test, is performed between their classification performances
and the classification performance obtained by using all features. The significance
level in the T-tests was selected as 0.05 (or confidence interval is 95%).

For each dataset, a single solution is obtained by GAMI or GAE in each of the 40
independent runs. Multi-objective algorithms, NSGAIIMI, NSGAIIE, SPEA2MI, or
SPEA2E obtain a set of non-dominated solutions in each run. In order to compare
these two kinds of results, the 40 solutions that resulted from GAMI and GAE
in 40 independent runs are presented individually in the next section. The 40 sets
of feature subsets achieved by each multi-objective algorithm are firstly combined
into one union set. In the union set, for the feature subsets that contain the same
number of features (e.g. m), their classification error rates are averaged. The average

1350024-15
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classification error rate is assigned as the average classification performance of the
subsets with m features. Therefore, a set of average solutions is obtained by using the
average classification error rates and the corresponding numbers of features (e.g. m).
The set of average solutions is called the average Pareto front and presented in the
next section. Besides the average Pareto front, the non-dominated solutions in the
union set are also presented in the next section.

Note that for the same number of features, there are a variety of combinations
of features with different classification performance. In different runs, NSGAII may
select the same number of features, but with different classification error rates.
Therefore, although NSGAIIMI obtained a set of non-dominated solutions, the av-
erage solutions in the average Pareto front may dominate each other. This also
happens in SPEA2MI, NSGAII-E and SPEA2-E.

4.3. Traditional methods

In order to examine the performance of the proposed algorithms, two conventional
filter feature selection methods (CfsF and CfsB) and a traditional wrapper method
(GSBS) are used for comparison purposes in the experiments.

Hall*! proposed a correlation based filter feature selection method (Cfs) between
features and class labels. This method is implemented in Waikato Environment for
Knowledge Analysis (Weka)?? and it needs a search technique. Greedy search in
Weka is selected as the search technique to perform both forward and backward
selection and they are named as CfsF and CfsB.

The Greedy stepwise based feature selection algorithm is also implemented in
Weka. It can move either forward or backward in the search space.*> We choose
a backward search for the greedy stepwise search to conduct a greedy stepwise
backward selection (GSBS). GSBS starts with all available features and stops when
the deletion of any remaining feature results in a decrease in evaluation, i.e. the
classification accuracy.

The three traditional methods produce a unique feature subset, so have a single
result for each test set.

5. Results and Discussions

This section provides the experimental results and discussions. Tables 2 and 3 show
the results of GAMI and GAE with different weights « in the fitness functions.
Figures 1 and 2 show the comparisons between the proposed multi-objective al-
gorithms and the single objective algorithms. Table 4 shows the results of three
traditional feature selection methods, CfsF, CfsB and GSBS.

5.1. Results of GAMI and GAFE

In Tables 2 and 3, “All” means that all available features are used for classification.
“Size” represents the average size of the feature subsets evolved by GAMI and
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GAE in the 40 independent runs. “Best”, “Ave” and “StdDev” indicate the best,
the average and the standard deviation of the 40 test accuracies. “T-test” shows the
result of the T-test, where “+” (“—”) indicates that the classification performance
of GAMI or GAE is significantly better (worse) than that of all features. “=" means
they are similar.

According to Table 2, it can be seen that in four of the eight datasets (Lymph,
Spect, Leddisplay and Dermatology), GAMI evolved feature subsets that included a
smaller number of features and achieved similar or even better classification perfor-
mance than using all features. In the other four datasets, although the classification
performance is slightly worse than using all features, the number of features needed
for classification was significantly reduced. For example, in the Mushroom dataset,
when a1 = 0.9, the average classification accuracy was only decreased 0.4%, but
more than 63% of the features were removed. Moreover, the best classification ac-
curacy achieved by GAMI is the same as using all features.

According to Table 3, in most cases, GAE evolved feature subsets that included a
smaller number of features and achieved similar or even better classification perfor-
mance than using all features. In some cases, the number of features was significantly
reduced although the average classification accuracy was slightly decreased. In all
datasets, the best classification accuracy evolved by GAE with an appropriate as
was the same or even better than using all features.

Tables 2 and 3 show that GA with mutual information and entropy can be
successfully applied to feature selection problems. In terms of both the number of
features and the classification performance, neither GAMI nor GAE consistently
outperformed the other. For both GAMI and GAE, a large « (e.g. 0.9) means the
relevance (Rely or Rely) is considered more important than a small a (e.g. 0.5).
Therefore, when « is large, GAMI and GAE usually evolved feature subsets with
more features and achieved higher classification accuracy than when « is small.
While a small « can always reduce the number of features, a large o does not always
increase the classification performance. For example, in the Dermatology dataset,
the classification performance is the same with different o values, which means that
the large feature subsets still have redundancy. For this dataset, a; = 0.6 seems a
generally good value for GAMI, while in GAE, such a value is as = 0.7. Therefore,
in order to obtain an optimal feature subset, an appropriate weight value a1 or awo
needs to be predefined.

5.2. Results of NSGAIIMI and SPEA2MI

Figures 1 and 2 show the experimental results of NSGAII and SPEA2 for feature
selection with mutual information and entropy as the evaluation criteria. In order
to examine the performance of the multi-objective approaches, their results are
compared with that of single objective GA for feature selection. In GAMI and GAE,
the number of features is the most important when a = 0.5 and the classification
performance is the most important when o = 0.9. Therefore, the results achieved
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by GAMI and GAE with o = 0.9 and a = 0.5 are used as typical results to compare
with that of NSGAII and SPEA2.

On the top of each chart, the numbers in the brackets show the number of the
available features and the classification error rate using all features. In each chart,
the horizontal axis shows the number of features selected and the vertical axis
shows the classification error rate. In figures, “-A” stands for the average Pareto
front resulting from the 40 independent runs. “-B” represents the non-dominated
solutions resulting from the 40 independent runs. a; = 0.5, a3 = 0.9, as = 0.5 and
as = 0.9 means the 40 solutions of GAMI or GAE with oy = 0.5, oy = 0.9, or
as = 0.5, as = 0.9, respectively. Note that in some datasets, GAMI and GAE may
evolve the same feature subset in different runs and they are shown in the same
point in the chart. Therefore, although 40 results are presented, there may be less
than 40 distinct points shown in a chart.

According to Figure 1, in all datasets, the average Pareto front of NSGAIIMI,
NSGAIIMI-A, contains one or more solutions that selected a smaller number of
features and achieved similar or even better classification performance than using
all features. In all cases, feature subsets in the best Pareto front of NSGAIIMI,
NSGAIIMI-B, selected less than half of the available features and achieved similar or
better classification performance than using all features. For example, in the Spect
dataset, NSGAIIMI-B selected only one feature and improved the classification
performance over using all features.

According to Figure 1, SPEA2MI-B in all datasets includes one or more feature
subsets that selected a small number of features with which DT achieved better clas-
sification performance than with all features. In all datasets, SPEA2MI-B achieved
better classification performance than using all features by selecting only less than
half of the available features.

Comparing NSGAIIMI and SPEA2MI with GAMI, it can be seen in most cases,
feature subsets in NSGAIIMI-A, NSGAIIMI-B, SPEA2MI-A and SPEA2MI-B out-
performed GAMI with a; = 0.5 and a; = 0.9 in terms of both the number of
features and the classification performance.

Comparing NSGAIIMI with SPEA2MI, in four of the eight datasets (the Lymph,
Mushroom, Spect and Leddisplay datasets), NSGAIIMI and SPEA2MI achieved
similar or even better results in terms of both the number of features and the classi-
fication performance. In the other four datasets, which have more features than
the datasets mentioned above, NSGAIIMI achieved slightly better results than
SPEA2MI in terms of both the number of features and the classification perfor-
mance, especially in the Dermatology dataset.

The results in Figure 1 suggest that as multi-objective algorithms, NSGAIIMI
and SPEA2MI with mutual information as the evaluation criterion can automati-
cally evolve a Pareto front of feature subsets that can reduce the number of features
needed for classification and improve the classification performance over using all
features.
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5.3. Results of NSGAIIE and SPEA2FE

According to Figure 2, in seven of the eight datasets (the exception being the Soy-
bean Large dataset), NSGAIIE-A contains one or more feature subsets that selected
a smaller number of features and achieved similar or even better classification per-
formance than using all features. In almost all cases, NSGAIIE-B achieved better
classification performance by selecting around one third of the available features.
Figure 2 shows that the performance of SPEA2E is similar to that of NSGAIIE in
terms of both the classification error rate and the number of features in all datasets.

Comparing NSGAITE and SPEA2E with GAE, in many cases, the average
Pareto fronts, NSGAIIE-A and SPEA2E-A outperformed GAE with as = 0.5 in
terms of the number of features and the classification performance. In most cases,
NSGAIIE-A and SPEA2E-A achieved similar results with GAE with as = 0.9, but
NSGAIIE-B and SPEA2E-B outperformed GAE.

The results in Figure 2 suggest that NSGAIIE and SPEA2E with entropy as
the evaluation criterion can automatically evolve a Pareto front of feature subsets
that can reduce the number of features needed for classification and improve the
classification performance over using all features.

5.4. Mutual information vs. entropy

Comparing the two evaluation criteria, Figure 1 with Figure 2 show that for the sin-
gle objective algorithms, GAMI using mutual information usually selected a smaller
number of features than GAE using entropy, but GAE achieved slightly better clas-
sification performance than GAMI. For the proposed multi-objective algorithms,
NSGALIIE and SPEA2E usually evolved a smaller number of features and achieved
better classification performance than NSGAIIMI and SPEA2MI. The comparisons
suggest that the algorithms with entropy as the evaluation criterion can further in-
crease the classification performance because entropy can discover the multiple-way
relevancy and redundancy among a group of features to search for a subset of com-
plementary features. The number of features selected by entropy based algorithms
is relatively large because the evaluation is based on a group of features (instead
of a pair of features). The number of features in the proposed multi-objective al-
gorithms is always smaller than single objective algorithms, which shows that they
can explore the search space more effectively to minimise the number of features.
NSGAIIE and SPEA2E can utilise their search ability and the discover multiple-
way relevancy to reduce the number of features and simultaneously increase the
classification performance.

5.5. Comparisons with traditional methods

Experimental results of the three traditional feature selection methods, CfsF, CfsB
and GSBS, are shown in Table 4.

Comparing Table 4 with Figures 1 and 2, it can be seen that four proposed
multi-objective algorithms selected a smaller number of features (excepted for the
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Connect4 dataset) and achieved higher classification performance than the two tra-
ditional filter algorithms, CfsF and CfsB, in all datasets.

Note that it is not entirely fair to directly compare filter methods with wrapper
methods since the wrapper methods use a classifier/learning algorithm within the
evaluation process. NSGAIIMI and SPEA2MI as filter algorithms achieved similar
or even better results than the wrapper algorithm, GSBS. In six of the eight datasets,
NSGAIIE and SPEA2E as filter algorithms achieved better classification perfor-
mance using fewer features than GSBS. Therefore, in general, the four new multi-
objective, filter based algorithms can outperform the traditional wrapper method
in terms of both the number of features and the classification performance.

5.6. Further discussion
5.6.1. Complexity

The computational complexities of the algorithms using mutual information and
using entropy are considerably different. The running time (evolutionary training
time) of the algorithms using joint entropy (GAE, NSGAIIE and SPEA2E) is much
longer than those using mutual information (GAMI, NSGAIIMI and SPEA2MI),
especially when the dimensionality is large. For example, to finish the 40 runs of
experiments on a desktop PC for the Spect dataset, NSGAIIMI took 3.3 seconds
while NSGAIIE took around 400 seconds, which is around 120 times longer than
NSGAIIMI. For the Chess dataset, NSGAIIMI took 4.5 seconds to finish the 40 runs
of the experiments while NSGAIIE took around 9904 seconds, which is around 2184
times longer than NSGAIIMI. This shows that the algorithms using joint entropy
did not scale-up well with the dimensionality of the data.

There are two main reasons why NSGAIIE took much longer running time
than NSGAIIMI. The first reason is that each calculation of Rely =3 _ I(x;c¢)
(according to Eq. (8)) in NSGAIIMI needs much shorter time than that of Rels =
IG(¢|X) (according to Eq. (9)) in NSGAIIE. The second reason is that when run-
ning the experiments for NSGAIIMI, I(z;c¢) (z represents a feature and ¢ represents
the class label) in Rel; only has n possible values (n possible combinations of z and
¢), where n is the number of available features. Therefore, the calculation of these
n values only needs to be performed once, i.e. at the beginning of the first run of
NSGAIIMI on a dataset. During the evolutionary training process, the calculation
of Rely only needs to refer to the values of I(z;¢) and the calculate their sum
value. However, for Rely = IG(c|X) (X represents the selected features) in NS-
GAIIE, during the evolutionary training process, each chromosome has a different
X. Therefore, each calculation of Rely needs to perform Eq. (9), which took longer
time than just calculating the sum in Rel;. Although the algorithms using entropy
did not scale-up well with the dimensionality of the data, their running time is
not very long since they are filter algorithms. For example, for NSGAIIE on the
Chess dataset, the average running time for a single run is only around 4 minutes
(247 seconds). In our future work, we intend to work on reducing the computa-
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tional complexity of the entropy based algorithms, which is out of the scope of
this paper.

5.6.2. Stability

Experimental results show that the proposed algorithms are quite stable across
different independent runs, where the most important feature is always selected by
all the algorithms in different runs. In order to show the stability of the proposed
algorithms, we take the Spect dataset as an example as the other datasets show a
similar pattern.

For the single objective algorithms, GAMI and GAE, a single feature subset was
obtained in each run and 40 feature subsets were obtained in the 40 independent
runs. Table 5 shows the times of appearance of each feature in the 40 feature subsets
(40 runs) evolved by GAMI with a; = 0.5 or a3 = 0.9 and GAE with ay = 0.5
or ag = 0.9. Note that GAMI with «; = 0.5 usually selected a small number of
features (around 3 features, see Table 2), so the corresponding numbers in Table 5
are usually small. GAE with as = 0.9 usually selected a relatively large number
of features (see Table 3) and the corresponding numbers in Table 5 are usually
large. For the multi-objective algorithms, the number of feature subsets reported
by each algorithm was 30 and in total, there are 1200 feature subsets obtained by
each multi-objective algorithm in the 40 independent runs. Table 6 shows the times
of appearance of each feature in the 40 independent runs (1200 feature subsets). In
Tables 5 and 6, the three most frequently selected features by each algorithm (the
three largest numbers in each row) are highlighted in bold.

For the single objective algorithms, from Table 5, it can be seen that for the
same relevance measure, in GAMI with a3 = 0.5 and GAMI with «; = 0.9, both
Features 19 and 22 are the most frequently selected features, which are the same
(high) frequencies as Features 1 and 22 in GAE with as = 0.5 and with ap = 0.9.
This shows that although different oy or as values lead to different results, Features
19 and 22 or Features 1 and 22 have the largest chances to be selected by GAMI
or GAE. Table 5 also show that Feature 22 is one of the top three most frequently
selected features in all the four algorithms, which shows that although using different
relevance measures and the parameters, GAMI and GAE are reasonably stable
algorithms.

For the multi-objective algorithms, as can be seen from Table 6, Features 14,
19 and 22 are the most frequently selected features by NSGAIIMI and SPEA2MI,
which are the similar (high) frequencies to Features 17 and 22 in NSGAIIE and
SPEA2E. This shows that although they use different search mechanisms, the most
frequently selected features in NSGAIIMI and SPEA2MI (NSGAIIE and SPEA2E)
are the same or at least similar. Meanwhile, Feature 22 is one of the most frequently
selected features in all the four multi-objective algorithms, which shows that the
stability of these four multi-objective is reasonably good.

Further comparing Tables 5 and 6, Feature 22 is one of the three most fre-
quently selected features for all of these eight algorithms regardless of the relevance
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measure, the parameter, the search mechanism, the single objective or the multi-
objective algorithms. This shows that the proposed algorithms are stable in that
the most important feature is always being selected (assuming Feature 22 is the
most important feature). Note that in Table 5, Feature 1 is not selected by GAMI
with a1 = 0.5, but was frequently selected by the other three single objective algo-
rithms. The possible reason is feature interaction, which makes Feature 1 become
more useful when working together with other features in GAMI with a; = 0.9,
GAE with as = 0.5 and GAE with as = 0.9, where more features are selected than
GAMI with a1 = 0.5.

6. Conclusions

This paper aimed to develop an evolutionary multi-objective approach to filter based
feature selection with information theory as the evaluation criterion to search for
a set of non-dominated feature subsets, which selected a small number of features
and achieved similar or even better classification performance than using all fea-
tures. The goal was successfully achieved by developing four multi-objective feature
selection algorithms (NSGAIIMI, SPEA2MI, NSGAIIE, SPEA2E). The four new
algorithms were developed by applying two information evaluation criteria (mutual
information and entropy) to two multi-objective frameworks. The proposed multi-
objective algorithms were examined and compared with single objective GAs based
algorithms (GAMI and GAE), and three traditional feature selection methods, CfsF
(filter), CfsB (filter) and GSBS (wrapper). In GAMI and GAE, different weights
were used in the fitness function to show the relative importance of the classification
performance and the number of features.

Experimental results show that with the two filter evaluation criteria, the sin-
gle objective algorithms, GAMI and GAE, can reduce the number of features in
all cases and simultaneously increase the classification performance in some cases.
In almost all cases, the proposed multi-objective feature selection algorithms can
automatically evolve a set of non-dominated feature subsets that include a smaller
number of features and achieve better classification performance than using all fea-
tures. In most datasets, the proposed four multi-objective algorithms outperformed
the single objective algorithms, the two traditional filter feature selection algorithms
in terms of both the number of features and the classification performance. With
mutual information, NSGAII and SPEA2 can achieve similar or better performance
than the wrapper algorithm while with entropy, NSGAII and SPEA2 outperformed
the wrapper algorithm in most datasets. NSGAII based approaches achieved similar
results to SPEA2 when the number of features is small and slightly better results
when the number of features is relatively large.

This work represents the first application of NSGAII and SPEA2 to multi-
objective filter based feature selection. Experimental results show that the pro-
posed algorithms can successfully address feature selection problems. It is unfair to
directly compare the proposed filter algorithms with wrapper algorithms because
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wrappers include a classifier /learning algorithm within the evaluation process. How-
ever, the four newly developed multi-objective filter feature selection algorithms
outperform the traditional wrapper algorithm, which indicates that the proposed
multi-objective algorithms better reflect the nature of feature selection problems
and have good potential in this direction.

In the future, we will further investigate multi-objective evolutionary algorithms
for feature selection, especially for problems with a large number of features. The
claims that filter feature selection methods are more general and less computa-
tional expensive than wrappers will also be investigated with the newly developed
multi-objective filter based algorithms. We will also work on the application of the
proposed algorithms on continuous datasets (not only on discrete datasets) and
intend to reduce the complexity of the proposed entropy based algorithms.
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