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Abstract

Classification problems often have a large number of features in the datasets, but not
all of them are useful for classification. Irrelevant and redundant features may even re-
duce the performance. Feature selection and feature construction can improve classification
accuracy by selecting relevant features and constructing high-level features. However,
feature selection and construction are difficult because of feature interactions and the
large search space. Existing methods, such as greedy search and stochastic search, suffer
from a variety of problems, such as stagnation in local optima and high computational
cost. Therefore, an efficient global search technique is needed to address these problems.
Particle swarm optimisation (PSO) is such a global search technique, which is computation-
ally cheap and can converge fast. PSO has been successfully applied in many areas, but
its potential for feature selection and construction has not been exhaustively explored.
This work proposes to develop a PSO based approach to feature selection and construc-
tion in classification problems. The goal is to increase the classification accuracy, im-
prove the computational efficiency and simplify the learnt algorithms by using only the
selected or constructed features for classification. This will be achieved by developing
new PSO based approaches to feature selection, single feature ranking, multi-objective
feature selection and feature construction. The proposed approaches are expected to
select one or more complementary feature subsets and construct high-level features to
better describe the problem. This work also intends to develop a good evaluation func-
tion that can obtain an optimal feature subset for a given classification algorithm.
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Chapter 1

Introduction

This chapter introduces this research proposal. It starts with the problem statement, then
outlines the motivations, research goals and the organisation of this proposal.

1.1 Problem Statement

In many fields, such as machine learning, the data space representation of a dataset is de-
fined by a set of features. The quality of the data space representation is one of the most
important factors which influence the performance of a machine learning algorithm [93].
Inductive learning, where an agent learns from a set of observations, is a widely-practiced
paradigm of machine learning. In this paradigm, the quality of the data space representa-
tion can be increased by using feature selection or feature construction to change the search
space of the machine learning algorithm [61].

Feature selection is an important strategy in improving the representation of a problem.
In many situations, which features are relevant is often unknown especially when the do-
main knowledge is unavailable or incomplete. Therefore, a large number of features are
introduced to the input space to better present the problem. However, how well the fea-
tures represent the problem depends mainly on the useful information that they contain, not
on the total number of the introduced features. The presence of irrelevant and redundant
features may mask or obscure the distribution of truly relevant features, and hence reduce
the representational power of the whole feature set [115]. Meanwhile, a large number of
features leads to the curse of dimensionality, which is a major obstacle in many machine
learning tasks like classification [28]. Feature selection is an effective treatment for this situ-
ation. Feature selection (See Figure 1.1) aims to select a subset of relevant features that are
necessary and sufficient to describe the target concept [19]. By reducing the irrelevant and
redundant features, feature selection could decrease the dimensionality of the input space,
reduce the amount of data needed for the learning process, shorten the running time, sim-
plify the structure and/or improve the performance of the learnt models [19]. Naturally,
an optimal feature subset is the smallest feature subset that can obtain the optimal perfor-
mance, which makes feature selection a multi-objective problem [83, 107]. Note that feature
selection algorithms choose a set of features from original features, and do not create new
features.

The existing feature selection methods can be broadly classified into two categories: filter
approaches and wrapper approaches. The search process in filter methods is independent
of a learning algorithm and they are argued to be computationally less expensive and more
general than wrapper approaches [19]. On the other hand, wrapper approaches conduct
a search for the optimal feature subset using the learning algorithm itself as part of the
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Feature n } without replacement.

evaluation function. In a wrapper model, a feature selection algorithm exists as a wrapper
around a learning algorithm and the learning algorithm is used as a “black box” by the
feature selection algorithm. By considering the performance of the selected feature subset
on a particular learning algorithm, wrappers can usually achieve better results than filter
approaches [50].

Feature construction is a means of enhancing the quality of representation by transform-
ing the original representation to a new representation in which the learning capability of
an agent (e.g. a learning algorithm) can be improved [77]. Feature construction is an ef-
fective treatment for problems with epistatic features, which are usually more difficult than
the problems with linearly separable features. Epistasis can be defined as interactions be-
tween features, where groups of several features working together are relevant but not the
individual features alone [68]. Epistasis happens frequently in classification tasks. Feature
construction can usually address such a difficult problem by constructing new high-level
features based on the original features to build a more appropriate representation to de-
scribe the target concept [117]. In feature construction, when the original input space has
a quantitative representative (for example when the features are attribute-value and values
are numerical), the constructed features are a set of mathematical formulas. In case of nom-
inal values in the original input space, the constructed features are a combination of logical
and mathematical expressions.

Both feature selection and construction can individually change the input space repre-
sentation of a dataset. It is also common to see the combined use of these two methods [62].
Feature selection can be used before feature construction to select a group of the original
features that are then used in the feature construction process. Feature selection can also be
applied after feature construction to remove redundancy.

However, both feature selection and construction are NP-hard combinatorial problems
[110, 7] and in most cases the search space is too large to do an exhaustive search. Greedy
feature selection and construction approaches usually suffer from the problem of becoming
stuck in local optima [102]. In order to solve these problems, a heuristic search technique is
needed to address these problems.

Particle swarm optimisation (PSO) is a heuristic search technique proposed by Kennedy
and Eberhart in 1995 [21, 43], which is inspired by social behaviour, such as birds flocking
and fish schooling. As a relatively new evolutionary technique, PSO is based on the idea
of swarm intelligence. The underlying phenomenon of PSO is that knowledge is optimised
by social interactions where the thinking is not only personal but also social. Compared
with other techniques, such as genetic algorithms (GAs) and genetic programming (GP),
PSO is easier to implement, has fewer parameters and can converge more quickly [22]. PSO
is inherently continuous, i.e. it encodes variables into real values. Several discrete PSO
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algorithms have also been proposed in the literature [17, 85, 65]. Both continuous PSO and
discrete PSO have been shown to be a promising method for feature selection problems
[60, 36,71, 16, 17, 100]. However, PSO has never been used for feature construction.

1.2 Motivations

1.2.1 Challenges of Feature Selection and Feature Construction

Both feature selection and construction are difficult combinatorial problems [110, 7], espe-
cially when the number of the features is large. The task is challenging because:

1. an exhaustive search of the entire feature space is practically impossible in most situ-
ations. The number of possible feature subsets increases exponentially with respect to
the number of original features (2" possible subsets for n features) [32].

2. there can be two-way, three-way or complex multi-way interactions among features.
As a result, a feature, which is weakly relevant or even completely irrelevant to the
target concept by itself, can significantly improve classification accuracy if it is com-
plementary to other features.

3. relevant features may be redundant because of feature interactions. A relevant feature
may become redundant or even noisy when working together with other features.
Therefore, the omission of some of them can remove unnecessary complexity (and
noise) and improve classification accuracy.

4. high feature correlation does not imply absence of feature complementarity. The com-
bination of highly correlated features produces redundancy, but these features could
be complementary to each other because of feature interactions. There can be differ-
ent degrees of redundancy and complementarity between correlated features in the
feature space.

1.2.2 Why PSO

Development of efficient algorithms for feature selection and constructions is an open is-
sue. In order to avoid exhaustive search, greedy algorithms are introduced to solve feature
selection [108, 64] and feature construction [61] problems. However, such greedy feature
selection and construction approaches usually suffer from the problem of becoming stuck in
local optima. Therefore, a heuristic search technique is needed to solve these tasks. PSO is
a heuristic search method. As a powerful search technique, PSO has been successfully im-
plemented in many combinatorial problems, such as process planning and scheduling [30],
vehicle routing problem [2], and electric power systems [6].

In feature selection and construction problems, the size of search space increases expo-
nentially with respect to the number of features, which causes the problem of high compu-
tational cost, especially for wrapper approaches. Due to the advantages of a few parameters
and fast convergence [22], PSO has high potential to solve feature selection and construction
problems efficiently.

For most feature selection and construction tasks, a good feature set is a group of com-
plementary features. Features from the complementary group working with other features
may not achieve good performance. Therefore, standard evolutionary operators, such as
crossover and mutation, may not help the algorithm to produce better solutions when it
reaches a near-optimal solution. The standard PSO does not use any standard evolutionary
operators. In PSO, particles update their positions dimension by dimension to search for the



best solution, which reduces the probability of destructing a good feature combination. The
good feature combination can be saved and the swarm searches for better feature subsets by
adding or deleting one or more features every evaluation.

Feature interactions (epistasis) lead to the second, the third and the fourth difficulties
(discussed above) in feature selection and construction tasks. Interactions between individ-
uals are an important characteristic of the PSO algorithm. Knowledge in PSO is optimised
by social interactions where the thinking is not only personal but also social. Individuals in
PSO interact and share information with each other to search for the optimal solution, which
is one of the main differences between PSO and other evolutionary computation techniques,
such as GAs and GP. Due to feature interaction problems, the interactive nature of PSO is an
advantage of using PSO for feature selection and construction.

1.2.3 Limitations of Current PSO for Feature Selection and Feature Construction
Representation, Topology and Search Mechanism

Most of the PSO applications use continuous PSO, but there are a few applications for dis-
crete optimisation problems. Both feature selection and construction tasks are discrete prob-
lems, thus a discrete PSO is needed to solve these problems.

The most widely used discrete PSO is binary PSO (BPSO) proposed by Kennedy and
Eberhart [44]. BPSO preserves the fundamental concept of the PSO algorithm, that is, the
knowledge is optimised by social interactions within the population. However, not all im-
portant characteristics of the PSO algorithm are completely present in BPSO. This can be
seen from the following aspects.

1. According to the main principles of PSO, the position of the next generation is based
on its current position and velocity. However, in BPSO, each dimension of velocity is
transformed by a sigmoid function, and then the position is updated solely by com-
paring the transformed velocity with a random generated number, which is in interval
[0, 1]. If it is larger than the random number, the position becomes 1. Otherwise, the
position becomes 0. Therefore, the value of the position of a particle in next genera-
tion is only dependent on its current velocity instead of dependent on both its current
value and velocity.

2. Although BPSO also employs the same velocity update equation as continuous PSO,
the sigmoid function and position update equations in BPSO show that a relative large
velocity the probability of adjusting the position will decrease. However, it is usually
expected that higher changing probability as the velocity increases.

3. Alarge maximum velocity in BPSO decreases the range explored by a particle, but it is
expected a large maximum velocity could encourage a particle to search a larger space
[44].

4. In continuous PSO, the velocity of a particle is a linear combination of its previous
velocities. In BPSO, the sigmoid function that is used to limit the velocity between 0
and 1, makes the problem non-linear.

When using BPSO for feature selection, according to the traditional encoding scheme,
the dimensionality of the search space is the number of features. A bit encoded mask
shows whether a feature is selected or not. This encoding scheme makes the task a high-
dimensional complex problem if the number of available features is large. A good encoding
scheme to avoid such a situation needs to be investigated.
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Topology structure is one of the key elements that influence the performance of PSO
[22]. Research has shown the effects of topology on the performance of CPSO [22], but the
influence of topology on BPSO has not been investigated.

When using BPSO for feature selection and construction, computational efficiency of the
algorithm is important in real-world applications. In PSO based approaches, the majority
of the computational time is used in evaluating the fitness of each individual. PSO shares
many similarities with GA and research shows that GAs spend approximately a third of
the time on evaluating already evaluated candidate solutions [18]. So it is highly likely that
PSO also wastes much time in evaluating the already evaluated solutions. Feature selection
process is computationally expensive mainly because of fitness evaluation, especially in a
wrapper model. Therefore, the computational efficiency of the algorithm can be improved
if it evaluates one candidate solution only once during the evolving process. However, not
much research has been conducted on this topic.

Single Objective vs Multi-objective Feature Selection Approaches

Feature selection has two main objectives in classification problems, which are maximising
the classification accuracy and minimising the number of features needed. Therefore, ac-
cording to the objectives, feature selection approaches can be classified into three different
categories as follows.

1. Feature selection approaches aim to maximise the classification accuracy irrespective
of the number of selected features (See the first and second definitions for feature se-
lection in Section 2.2).

Most of the existing approaches fall into this category [100, 78]. However, when the
number of features is large, these algorithms suffer from a variety of problems, such
as becoming stuck in local optima, being computationally expensive, overfitting and
poor generalisation [28].

2. Feature selection approaches aim to select a certain number of features and maximise
the classification accuracy (See the third definition for feature selection in Section 2.2).

Many existing approaches can select a certain number of features with the goal of
maximising the classification accuracy, such as sequential forward selection (SFS) [108]
and sequential backward selection (SBS) [64]. However, these methods usually suffer
from the problem of becoming stuck in local optima [102].

3. Feature selection approaches aim solve the feature selection problem as a multi-objective
task to maximise the classification accuracy and also minimise the number of selected
features (See the fourth definition for feature selection in Section 2.2).

Solving feature selection tasks as multi-objective problems is more challenging than as
single objective problems. There are rare studies on feature subset selection as a multi-
objective problem [107, 41]. The main reason is that it is very hard to obtain a set of
uniformly distributed optimal solutions. The key challenge is to develop an efficient
multi-objective approach to solving feature selection problems.

Single Feature Ranking for Feature Selection

Single feature ranking is a relaxed version of feature selection, which only requires the com-
putation of the relative importance of the features and subsequently sorting them [32]. Fea-
ture selection can be accomplished by using only the few top-ranked features for classifi-
cation. Many feature selection algorithms include single feature ranking as a principal or



auxiliary selection mechanism because of its simplicity, scalability, capability to avoid over-
fitting and good empirical success [32]. However, in most of the existing single feature
ranking approaches, the ranking criteria, which measures the relative importance of each
feature, is defined for individual features independently of the context of others (the pres-
ence or absence of some other features). In many real-word classification problems, such as
a problem includes interaction features, a feature alone may not show any relevance to the
target class, but it may become relevant in the presence of some other features. Therefore,
a single feature ranking criterion, which takes into account the context of other features to
improve the feature ranking performance needs to be investigated.

Feature Construction

In classification problems, the feature construction process is using original features to create
new high-level features to improve the classification accuracy[115]. The constructed features
are in fact mathematical expressions of the original features. If the feature construction
function (mathematical expression) is known, feature construction is to select the best group
of features that are used in the function to optimise the quality of the constructed features.
However, a proper feature construction function is usually very difficult to design when
domain knowledge is unknown. In such a situation, a feature construction approach has to
simultaneously evolve a feature construction function and select the best group of features
that are used to create new features. Therefore, a good feature construction approach should
have a feature selection ability to search for the best combination of features for the feature
construction function. For a certain dataset, feature selection methods search for the optimal
feature subset in the feature space and feature construction approaches also search for the
best combination to construct new features in this feature space. PSO is a powerful search
technique for feature selection, but it has never been used for feature construction.

Fitness Evaluation

For both feature selection and construction, algorithms using different fitness evaluation
functions will most likely obtain different results. A feature subset or constructed features
could usually be optimal for one learning algorithm but not for all. For example, if informa-
tion gain is used to evaluate a feature subset in a filter approach in the training process, the
selected feature subset will be optimal for a decision tree algorithm. Therefore, information
gain is the best fitness evaluation criterion for a decision tree classifier, but it is unknown
whether information gain is also optimal for other classifiers. In wrapper approaches, it
is obvious that if a classifier is applied in the training process, the selected feature subset
or constructed features will be optimal for this classifier in unseen data, but it is unknown
whether they are also optimal for other classifiers. If good evaluation functions can be es-
tablished for commonly used classification algorithms, such as K-nearest neighbour (KNN),
naive bayes (NB), decision tree (DT), it would be much more convenient for users.

If the best fitness evaluation function for a classifier is known, users can select the best
fitness evaluation function for the desired classifier to obtain the best classification accu-
racy in unseen data and/or reduce the training time. However, not much work has been
conducted on this topic.

1.3 Research Goals

The overall goal of this research is to investigate a new approach to using PSO for feature
selection in classification problems. The specific research objectives of this work can be



itemised as follows.

1. Developing a new version of discrete PSO for feature selection. The goal is to explore
the potential of discrete PSO for feature selection problems. To achieve this goal, it
is necessary to investigate how a discrete PSO could search the feature subset space
to find the best solution. Due to the limitations of the standard discrete (binary) PSO
and the challenges of feature selection, this research goal leads to three objectives as
follows.

(a)

(b)

(©)

Propose a new scheme to encode the solutions (particles) in discrete PSO for fea-
ture selection.

According to the current encoding scheme in PSO for feature selection, the di-
mensionality of the search space is very high when the number of features is large
and the encoded binary mask only shows whether a feature is selected and/or
not. The new encoding scheme is expected to reduce the dimensionality of the
search space or to show the relationship between features. The performance of
the newly developed encoding scheme will be compared with that of the original
encoding scheme.

Design a new topology for discrete PSO for feature selection and construction
problems.

There are many different available topology structures, which work well in con-
tinuous PSO. This research will start with comparing the performance of com-
monly used topologies in discrete PSO for feature selection and construction.
Based on analysing the results and considering the characteristics of the feature
search space, a new topology for discrete PSO for feature selection problems will
be developed.

Investigate new position and velocity update equations and add search operators
to optimise the performance of discrete PSO.

In order to overcome the limitations of the standard discrete PSO, this objective is
to investigate new velocity and position update equations in discrete PSO or/and
add new search operators. The newly developed equations and search operators
are expected to better present the core concept of the PSO algorithm than the
original binary update equations.

2. Investigate a single objective feature selection algorithm. The goal is to develop a
single objective feature selection algorithm based on the proposed discrete PSO. The
subset of features resulting from this algorithm are expected to be sufficient to reflect
different aspects of the dataset. The performance of discrete PSO will be compared
with that of canonical standard PSO and other relevant benchmark algorithms, such
as SFS and SBS. This research goal leads to the four objectives as follows.

(a)

(b)

Investigate a strategy to improve the computation efficiency (caching strategy) of
discrete PSO for feature selection.

One of the main challenges in the feature selection problem is that the computa-
tional cost is high, especially for wrapper approaches. This research is to develop
a strategy to improve the computation efficiency of discrete PSO for feature se-
lection without compromising its performance.

Use discrete PSO to select a subset of features to maximise the classification accu-
racy irrespective of the number of selected features.

The fitness function is to maximise the classification accuracy irrespective of the
number of selected features. It will be investigated whether discrete PSO can
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select a good feature subset with which a learning algorithm could achieve better
performance than with all features and feature subsets obtained by other existing
approaches.

(c) Use discrete PSO to select a feature subset with a certain number of features and
maximise the classification accuracy.
Further, discrete PSO will be to select a certain number of features with a fitness
function of maximising the classification accuracy. As there are many combina-
tions for a feature subset with a particular number of features, discrete PSO is
expected to search for the best combination (subset) of features from the possible
combinations.

(d) Use discrete PSO for single feature ranking for feature selection.
In the objective 2(c), when the number of features is one, the best solution should
be the first top-ranked feature in single feature ranking. Therefore, this objec-
tive is to develop a feature selection algorithm based on single feature ranking
and discrete PSO. Due to feature interaction problems (epistasis), the challenge
is to develop a criterion to measure the relative importance of each feature in the
presence or absence of some other features.

3. Investigate multi-objective discrete PSO for feature selection with the objectives of
maximising the classification accuracy and minimising the number of features.

As the objectives of feature selection involve both the classification accuracy and the
number of selected features, the goal is to use discrete PSO to solve the feature selec-
tion task as a multi-objective problem. The challenge is to develop a multi-objective
discrete PSO, which can find a set of uniformly distributed solutions. The perfor-
mance of the proposed multi-objective discrete PSO will be compared with that of
other multi-objective algorithms.

4. Utilise discrete PSO for feature construction.

This objective aims to discover if discrete PSO can be an appropriate approach to con-
structing new high-level features using original features. The new constructed features
are expected to transform the original input space in a way that can enhance the learn-
ing ability of a learning algorithm. The key challenge is to formulate a feature con-
struction function to guide the discrete PSO search. By finding such a solution, PSO is
expected to find the best combinations of features for this function to create high-level
features and the constructed features could improve the classification performance of
the learning algorithm. This research goal can be achieved in two following ways.

(a) Design fixed functions to construct new high-level features and use discrete PSO

to select the original features from feature space to construct new high-level fea-
tures.
Depending on the number of features, instances and classes, it may be needed
to investigate different feature construction functions that will be used in PSO
to construct high-level features. In order to optimise the representational power
of the constructed features, it is needed to discover the relationship between the
feature construction function, the number of original features needed, and the
classification performance.

(b) Use discrete PSO to automatically evolve a function to construct new high-level
features and also select original features.

A good feature construction function should be designed based on domain knowl-
edge, but this is usually incomplete or unavailable. In order to overcome this



situation, the objective here is to use discrete PSO to evolve the feature construc-
tion function and select the original features simultaneously. The key challenge
is how discrete PSO could evolve the feature construction function. New search
operators will be designed for discrete PSO, which could evolve mathematical
and/or logical functions.

5. Predict the fitness evaluation function with which a feature selection algorithm could
obtain the best feature subset for a given learning algorithm.

This research goal is optional depending on the time available and the related re-
search will start after the above four goals are achieved. The goal is to investigate
a good fitness evaluation function used in the training process of a feature selection
approach, which will obtain a good feature subset for a given learning algorithm. This
research will focus on commonly used learning algorithms, such as K-nearest neigh-
bour (KNN), naive bayes (NB), decision tree (DT), support vector machine (SVM) and
learning classifier system (LCS). In filter approaches, entropy, information gain, corre-
lation coefficient and other commonly used fitness evaluation functions will be inves-
tigated to determine which of them is optimal for a given learning algorithm. In wrap-
per approaches, simple learning algorithms will be investigated to determine whether
they can be used in the training process to obtain a feature subset, which is optimal
for the desired learning algorithm. It is necessary to discover the relationship between
the fitness evaluation function and the classification performance of the learning algo-
rithms.

1.4 Organisation of Proposal

The remainder of this proposal is organised as follows. Chapter 2 presents essential back-
ground and related work in PSO, feature selection and feature construction. The review
covers evolutionary computation and machine learning, particularly PSO, feature selection
and construction. It also discusses open questions and current challenges that form the mo-
tivations of this work. Chapter 3 presents preliminary work conducted in single feature
ranking and binary PSO based feature subset ranking for feature selection. Chapter 4 pro-
vides a detailed research plan and a timeline of the tasks in this project.
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Chapter 2

Literature Review

This chapter reviews the literature on evolutionary computation techniques as main ap-
proaches to solving feature selection problems. This chapter covers essential background
and basic concepts of evolutionary computation and machine learning, particularly PSO,
feature selection and construction. It reviews typical related work in feature selection and
construction problems using conventional methods and evolutionary computation tech-
niques.

2.1 Machine Learning for Classification

Machine learning is a major research area of artificial intelligence. It is concerned with the
design, analysis, implementation, and application of programs that are capable of learning
in their environment [66, 69, 5]. A machine learning system is expected to be able to auto-
matically improve its performance at certain task as it gains more experience [69].

Mitchell [69] provided a widely quoted definition of machine learning:

“computer program is said to learn from experience E with respect to some class
of tasks T and performance measure P, if its performance at tasks in T, as mea-
sured by P, improves with experience E” .

Machine learning algorithms use a feedback mechanism to change their behaviour (learn).
Depending on the type of feedback, machine learning algorithms can be classified into three
main categories: supervised, unsupervised and reinforcement learning [93].

e Insupervised learning, the learner is learning with labeled class examples or instances.
The desired outputs for a problem are known in advance, and the goal is to learn a
function that maps inputs to desired outputs. Classification is a typical form of super-
vised learning.

¢ Inunsupervised learning, the learner is learning without labeled class examples, which
means there is no correct answers for the learner to explicitly learn from. It attempts to
find inherent patterns that can then be used to determine clusters for given instances.

¢ In reinforcement learning, desired outputs are not directly provided. Every action of
the learner has some impact to the environment, and the environment provides feed-
back on the goodness of its action in the form of rewards and punishments. The learner
learns based on the rewards and punishments it receives from the environment.

Classification is one of the major tasks in machine learning, which refers to an algorith-
mic procedure for assigning a given piece of input data into one of the given categories [10].
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During the classification process, a learnt classifier is needed, which takes the values of the
features or attributes of an object as input and the predefined class labels for the object as
output. The classifier is learnt by a learning algorithm, also called a classifier inducer, which
uses a set of examples to learn a classifier that is expected to correctly predict the class label
of unseen (future) instances [10].

A typical classification example is the email spam-catching system, which is important
and necessary in real-world applications. Given a set of emails marked as “spam” and “non-
spam” , the learner will learn the characteristics (features) of the spam emails and then the
learnt classifier is able to process future email messages to mark them as “spam” and “non-
spam”.

2.1.1 Training and Testing

Common to classification problems are the processes of training and testing. The process by
which a learning algorithm (classifier inducer) uses observations to learn a new classifier is
called the training process and the process by which the learning algorithm is tested is called
the testing process [69]. During the training process, the classifier is learnt from a collection
of observations from the problem domain called instances, which is called the training set.
The algorithm learns important knowledge or rules in the training set by building models
and adjusting the corresponding parameters. The performance of the algorithm is then eval-
uated on the test set, which is a collection of instances in the same problem domain, except
that these are not used and remain unseen in the training process.

The learning ability of algorithms is usually examined by applying them to a set of
benchmark problems. Benchmark problems are usually chosen from datasets that are pub-
licly accessible to researchers (e.g. UCI Machine Learning Repository [26]) so that results
can be verified and the performance can be checked. A dataset usually has a training set
and a test set. In such problems, the learning algorithm then becomes two-fold: to discover
or learn different kinds of knowledge or rules from the training set, and apply these rules to
the test set to measure the learnt model. However, many benchmark problems do not have
a specific test set or some of them only have a small number of available instances in the
dataset. To evaluate the performance of a classifier on these problem:s, it is necessary to use
some resampling methods, such as n-fold cross-validation [72].

In n-fold cross-validation, the dataset is randomly partitioned into n folds (partitions)
and the folds are near-equal size. In stratified n-fold cross-validation, the folds are selected
so that the proportion of instances from different classes, remains the same in all folds. Sub-
sequently, a single fold of the n folds is retained as the test set for testing the model, and the
remaining n — 1 folds are used as training set. The cross-validation process is then repeated
n times, with each of the n folds used exactly once as the test set. The n results from the
n experiments can then be averaged to produce a single estimate of classification perfor-
mance. The advantage of such a method is that all observations are used for both training
and testing, and each observation is used for testing exactly once. Generally, a larger n will
produce an estimate with smaller bias because of the higher proportion of observations in
the training set, but potentially higher variance (on top of being computationally expensive)
[72]. Leave-one-out cross-validation (LOOCYV) is an extreme case of n-fold cross-validation,
which uses a single observation from the dataset as the test set, and the remaining observa-
tions as the training set. This is the same with a n-fold cross-validation with n being equal to
the number of observations in the dataset. Note that n-fold cross-validation is usually used
when the number of examples in the entire dataset is small.
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2.1.2 Classifiers

Many different learning algorithms (classifiers) have been proposed in machine learning.
Most commonly used classifiers, which will be used in this research, are reviewed in this
section, such as K-nearest neighbour (KNN), bayesian classifiers, support vector machines
(SVMs), and decision tree classifiers (DT).

2.1.2.1 K-nearest Neighbour Classifier (KNN)

KNN is a type of instance-based learning approach to classification. When using KNN for
classification, it calculates the distances between the test instance and every instances in
the training set, then assigns the test instance to the class that is the most common in the k
nearest neighbours, where k is a positive integer, typically small. Euclidean distance, man-
hattean distance and other distance measures can be used to measure the distance between
objects in KNN [5].

In KNN, there is no explicit training phase or it is very minimal. In other words, KNN
does not use the training data points to do any generalisation. The training data in KNN is
needed during the testing process, which is in contrast to other techniques like SVM where
the training set and all non support vectors (hyperplanes) can be safely discarded. KNN is a
simple learning algorithm, but works well in practice. KNN does not make any assumptions
on the underlying data distribution. This is because in real-world applications, most of the
datasets do not obey the typical theoretical assumptions (e.g. gaussian mixtures, linearly
separable) which are needed in certain classifiers[5]. However, for a large training set, KNN
requires large memory and is very time-consuming to make a decision [25].

2.1.2.2 Decision Tree Classifiers (DT)

DT learning is an approach to approximating discrete-valued functions [69]. DT classifiers
partition the input training data into smaller subsets by producing optimal rules or deci-
sions, also called nodes, which maximise the information gained [69]. The learnt decision
tree is a hierarchy of nodes, where leaves represent class labels and branches represent con-
junctions of features that lead to those class labels. Instances are classified by sorting them
down the tree from the root to certain label nodes. For a given instance, the classification
process starts at the root node by testing the value of the feature at the root node and then
moves to one of the child nodes. Then the process is repeated for the subtree rooted at the
new node.

The main problem in learning a decision tree is to determine which feature should be
tested at each node of the tree. Most decision tree learning algorithms employ a top-down
greedy search through the space of possible decision trees, such as the iterative dichotomiser
3 algorithm (ID3) [90], the C4.5 algorithm [89] and its Java version, the J48 algorithm [109].
These algorithms use an entropy function to measure the homogeneity of examples and
choose the best node at each stage. The developed model can be expressed as a set of ‘if-
then’ decision rules to improve human readability. Meanwhile, decision trees are easy to
modify. A disadvantage of decision trees is that they are weak in separating non-rectangular
areas in the input space [89], which creates two-way or multi-way feature interactions (See
the second challenge discussed in feature selection and construction in the first paragraph
in Section 1.2).
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2.1.2.3 Support Vector Machines (SVMs)

SVMs are supervised learning methods based on the statistical learning theory. SVMs re-
quire that each data instance is represented as a vector of real numbers. The main idea of
SVMs is to map the input data to high dimensional space, where SVMs could construct a
hyperplane or a set of hyperplanes which are used to create a decision boundaries for classi-
fication [35]. SVMs aim to maximise the distances between the hyperplanes and the nearest
training data points of any class (so-called functional margin), since in general the larger the
margin the lower the generalisation error of the classifier [35]. Instances are classified based
on what side of these hyperplanes they fall on.

A particular advantage of SVMs over other learning algorithms is that they can be anal-
ysed theoretically using concepts from the computational learning theory, and at the same
time can achieve good performance when applied to real-world problems [34]. From a prac-
tical point of view, the most serious disadvantage of SVMs is the high algorithmic complex-
ity and extensive memory requirements in large-scale tasks [103].

2.1.2.4 Bayesian Classifiers

Bayesian classifiers are probabilistic methods for classification. Their assumptions are that
the behaviour of data (input-output relationships) can be captured in probability distribu-
tions and features or attributes of the problem are statistically independent [69]. A Bayesian
algorithm stores a simple probabilistic summary for each class and this summary contains
the conditional probability of each feature or attribute value given the class, as well as the
probability (or base rate) of the class [58].

Naive bayes (NB) classifiers are the most common and straightforward bayesian classi-
fiers. It has been shown that NB classifiers are quite competitive with other classifiers, such
as DT and neural networks (NN) [67]. NB classifiers make significant use of the assumption
that all input features are conditionally independent. This assumption can not be applied
to many real-world problems where there are interdependency between the input features,
which causes two-way or multi-way feature interactions (See the second challenge in feature
selection and construction discussed in the first paragraph in Section 1.2).

2.2 Feature Selection

Feature selection, also known as variable selection or attribute selection, is an important
data preprocessing technique. Feature selection is defined by many researchers according to
different criteria, but most of them are similar in intuition and /or content [19]. The following
lists those that are conceptually different and cover a range of definitions.

e Improving predictive accuracy: feature selection is to choose a subset of features for
improving the predictive performance or reducing the complexity of the model with-
out significantly decreasing prediction accuracy of the classifier built using only the
selected features [51].

e Approximating original class distribution: feature selection is to select a subset of fea-
tures such that the resulting class distribution, given only the values of the selected
features, is as close as possible to the original class distribution given all features [51].

o Classical: feature selection is to select m features from n original features, m < n, such
that the value of a criterion function is optimised over all subsets of size m [76].
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Figure 2.1: General feature selection process [19].

e Idealised: feature selection is to find the minimally sized feature subset that is neces-
sary and sufficient to describe the target concept [49].

Note that the second definition emphasises the class distribution of the training set, whereas
the third definition emphasises on selecting the best combination of m features based on a
certain criterion.

Overall, feature selection is the process of finding a minimal subset of features that is
necessary and sufficient to solve a classification problem. Naturally, the optimal feature
subset is the smallest subset that can obtain the highest classification performance, which
makes feature selection a multi-objective problem [83, 107].

Feature selection leads to dimensionality reduction by eliminating irrelevant and redun-
dant features from the dataset, which in turn improves the classification performance and
makes the learning and execution processes faster. Models constructed using a smaller num-
ber of features are also easier to interpret.

The search space of a feature selection problem has 2" points where n is the number
of available features. A feature selection algorithm explores the search space of different
feature combinations to find the best feature subset. As the search space grows exponentially
along with the number of features, it is impractical to search the whole space exhaustively
[50] in most situations.

2.2.1 General Feature Selection Process

Generally, there are five basic steps in a typical feature selection approach [19] (see Figure
2.1).

1. A feature selection algorithm starts with a initialisation procedure.

The initalisation procedure is the first step of a feature selection algorithm and it is
based on all the original features in the problem. For example, in a PSO based feature
selection algorithm, the dimensionality of the search space is usually set as the number
of all features in this procedure.

2. A discovery procedure to generate candidate subsets.

It is a search procedure [57], which can start with no features, all features, or a random
subset of features. Many search techniques, including conventional methods and evo-
lutionary techniques, are applied in this generation step to search for the best subset
of features.
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Figure 2.2: A filter feature selection approach in which the features are filtered indepen-
dently the learning algorithm.

3. An evaluation function to measure the subset.

Feature subsets produced by the generation procedure will be measured by a fitness
evaluation function to determine their goodness. Fitness evaluation function plays an
important role in a feature selection approach, because it helps guide the algorithm to
search for the optimal feature subset.

4. Based on given criteria to decide when to stop.

Stopping criteria can be based on the generation procedure and evaluation function.
Criteria based on the generation procedure can be whether a predefined number of
features are selected and whether a predetermined maximum number of iterations
have been reached. Evaluation based criteria include whether addition or deletion of
any feature does not produce a better subset and whether the optimal subset accord-
ing to certain evaluation functions has been obtained. The loop continues until the
stopping criterion is satisfied.

5. A validation procedure to check whether the subset is valid.

The validation procedure is not part of the feature selection process itself, but a feature
selection approach must be validated. The selected feature subset will be validated on
the test set. The results will be compared with previously established results or the
results of predefined benchmark techniques.

2.2.2 Filter vs Wrapper Approaches

For a feature selection problem, the optimal feature subset is always relative to a certain
fitness evaluation function. The optimal feature subset chosen using one fitness evaluation
function is usually not the same feature subset chosen using another fitness evaluation func-
tion. Based on whether a learning algorithm is used in the fitness evaluation function or not,
the existing feature selection methods can be broadly classified into two categories: filter ap-
proaches and wrapper approaches [57]. A filter feature selection approach is independent
of a learning algorithm whereas wrappers use a learning algorithm in the fitness evaluation
function.

Figure 2.2 shows the diagram of a feature selection system taking a filter approach. In
filter approaches, the search process is independent of learning algorithms. The goodness of
feature subsets are evaluated based on a certain criterion like distance measure, information
measure and consistency measure [19]. Filter approaches are argued to be computationally
less expensive and more general than wrappers [111, 40], but filter approaches totally ignore
the performance of the selected feature subset on the learning algorithm, which usually
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Figure 2.3: A wrapper feature selection approach which exists as a wrapper around the
learning algorithm.

leads to lower performance than wrapper approaches on a particular learning algorithm
[40].

Figure 2.3 shows the diagram of a wrapper feature selection approach. In a wrapper
model, the feature selection algorithm exists as a wrapper around a learning algorithm and
the learning algorithm is used as a “black box” by the feature selection algorithm [40]. The
performance of the learning algorithm is used to guide the search by evaluating the good-
ness of feature subsets. Compared with filter approaches, wrappers usually produce better
performance because of the interaction between the learning algorithm and the training set
in the subset searching process [50]. However, wrapper feature selection approaches are
usually computationally more expensive than filters because each evaluation of a candidate
solution needs a learning algorithm to be trained and tested [38].

2.2.3 Classical Methods for Feature Selection
2.2.3.1 Filter Feature Selection Approaches

A filter feature selection approach searches for the optimal feature subset from the search
space based on a certain evaluation criterion, which is independent of the learning algo-
rithms. There are many filter feature selection algorithms that have been proposed and
typical algorithms are reviewed in this section.

Many filters have been proposed based on different criteria, including distance measures
[56], dependency measures [112], consistency measures [113], and information measures
[24]. Besides the evaluation criterion, how to search for the best feature subset is another
important factor in feature selection methods. The FOCUS algorithm is a classical filter
feature selection algorithm, which was originally defined for noise-free Boolean domains [4].
It starts with an empty feature subset and exhaustively examines all subsets of features and
then selects the minimal subset of features that is sufficient to determine the class label for all
instances in the training set. This preference for a small subset of features is referred to as the
MIN-FEATURES bias. This bias may lead to poor generalisation performance of the learning
algorithm with the selected features [50]. Meanwhile, the FOCUS algorithm performs an
exhaustive search to determine the best feature subset, which is computationally expensive.

The Relief algorithm is another popular filter feature selection method that assigns a
relevance weight to each feature [48]. The weight is intended to denote the relevance of
the feature to the target concept. Relief samples instances randomly from the training set
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and updates the relevance values based on the difference between the selected instance and
the two nearest instances of the same and opposite class (the “near-hit” and “near-miss” ).
However, the Relief algorithm does not deal with redundant features, because it attempts to
find all relevant features regardless of the redundancy between them [52], which is the third
challenge in feature selection and construction as discussed in Section 1.2.

Decision trees use only relevant features that are required to completely classify the train-
ing set and remove all other features. Cardie [11] proposed a filter based feature selection
algorithm that used a decision tree algorithm to select a subset of features for a nearest
neighbourhood algorithm. Experiments showed that the subset generated by a decision tree
helped the nearest neighbour algorithm to reduce its prediction error. However, the features
that are good (or not good) for the decision tree are not necessary useful (or not useful) for
the nearest neighbour algorithm, which will lead to poor feature selection performance.

Yu and Liu [112] claimed that feature relevance alone was insufficient for efficient fea-
ture selection of high-dimensional data. They proposed a feature selection algorithm that
took both relevance and redundancy into account. The algorithm, however, is limited to
problems that only have discrete features.

Recently, different evolutionary computation techniques have been applied in filter fea-
ture selection approaches, such as PSO [106], GAs [13], GP [79], and ant colony optimisation
(ACO) [39]. Typical approaches will be reviewed in Section 2.4.

2.2.3.2 Wrapper Feature Selection Approaches

Generally, wrapper feature selection approaches are usually computationally more expen-
sive than filters because each evaluation involves training and testing the learning algorithm
[88]. As the search space of a feature selection problem has 2" possible points where 7 is the
number of available features in the dataset, it is impossible to search the whole search space
exhaustively in most cases. Therefore, most of existing wrappers employ greedy or stochas-
tic search strategies [28].

Sequential forward selection (SFS) [108] and sequential backward selection (SBS) [64]
are two commonly used wrapper feature selection approaches. Both of them use a greedy
hill-climbing search strategy to search for the optimal feature subset. SFS starts with an
empty set of features and iteratively adds one feature at one time until no improvement
in classification accuracy can be achieved. By contrast, SBS sequentially removes features
from a full candidate feature subset until the removal of further features does not increase
the classification accuracy. Both SFS and SBS suffer from the so-called nesting effect, which
means once a feature is selected (discarded) it cannot be discarded (selected) later. Therefore,
both SFS and SBS are easily trapped in local optima [50]. In addition, both SFS and SBS
require long computational time when the the number of features is large [50].

In order to avoid nesting effect, Stearns [97] proposed a “plus-I-take away-r” method
in which SFS was applied [ times forward and then SBS was applied for r back tracking
steps. However, determining the best values of (I, ) was a challenge. In order to solve this
problem, Pudil et al. [87] proposed floating selection methods, sequential backward floating
selection (SBFS) and sequential forward floating selection (SFFS) to automatically determine
the values of (I, ). In addition, the values of (I, r) in SBFS and SFFS that denotes the number
of forward and backtracking steps are dynamically controlled instead of being fixed in the
“plus-I-take away-r” method. Although the floating methods are regarded to be at least as
good as the best sequential method, they are still likely to become trapped in a local optimal
solution even the criterion function is monotonic and the scale of the problem is quite small
[114].

Based on the best-first algorithm and SFFS, Gutlein et al. [31] proposed a linear forward
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selection (LFS) in which the number of features considered in each step was restricted. Be-
cause of the small number of evaluations in each step, LFS improves the computational
efficiency of sequential forward methods while maintaining comparable accuracy of the se-
lected feature subset. However, LSF starts with ranking all the individual features without
considering the presence or absence of some other features, which in turn limits the perfor-
mance of the LSF algorithm in problems where there are interactions between features.

Recently, evolutionary computation techniques have been applied in wrapper feature
selection models, such as PSO [60], GAs [83], GP [74], and ACO [95]. Typical methods will
be reviewed in Section 2.4.

2.24 Single Feature Ranking

Single feature ranking is a relaxed version of feature selection [32]. Single feature ranking is
computationally cheap, because it only requires the computation of the relative importance
of the features and subsequently sorting them.

In single feature ranking, a score denotes the relative importance of a single feature,
which is measured by a predefined criterion. All the features are ranked according to the
score and then feature selection can be accomplished by selecting a small number of top-
ranked features. Normally, users specify the number of top-ranked features they need ac-
cording to their requirements. There are also analytical methods to determine the best num-
ber of features [98].

Most single feature ranking methods fall into the filter approach category and not much
work has been conducted on wrapper based single feature ranking [80]. Many measures
have been proposed to evaluate the relative importance of each feature in single feature
ranking approaches, including information gain, gain ratio, mutual information and so forth
[59].

Most of existing single feature ranking approaches only measure the goodness of a single
feature, not taking into account the interaction between groups of features [32, 92]. Nesha-
tian et al. [82] proposed a feature ranking approach in which the importance of each feature
was evaluated in a group of features. In the proposed method, GP was applied to evalu-
ate the importance of a set of features by incorporating them into the construction of GP
programs. Each feature was scored based on the frequency of appearance in a collection
of GP programs and the fitness of those programs. Experiments showed that with a few of
top-ranked features a variety of different classifiers could achieve better classification perfor-
mance than with all features. However, the proposed method has not been compared with
other feature ranking approaches, and whether the combination of the top-ranked features
is redundant or not has not been investigated either.

In many classification problems, groups of several features working together are rele-
vant but not the individual features alone. If any feature in the group is absent, the rest
features become irrelevant to the problem. This phenomenon is known in evolution theory
as epistasis [68]. If there are epistatic features included in the problem, most of existing ap-
proaches might not obtain good feature ranking performance (e.g. the combination of the
top-ranked features is a redundant subset). An effective single feature evaluation criterion
which considers epistasis phenomenon can potentially improve the performance of single
feature ranking, but this needs to be further investigated.

2.2.5 Feature Construction

Many classification algorithms, particularly those based on symbolic learning (e.g. decision
trees), cannot achieve adequate classification performance when facing difficult real-world
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problems [55]. As one of the feature transformation methods, feature construction could
significantly improve the performance of the classification algorithms by constructing new
features, which could improve the quality of representation of the problem and reduce its
complexity [101]. Based on whether a learning algorithm is included in the feature construc-
tion process or not, feature construction approaches (like feature selection methods) can be
roughly divided into two categories, which are wrapper approaches and filter approaches
[61].

In wrapper approaches, feature construction and induction are integrated into one single
algorithm, where new features are constructed within the induction process of the learning
algorithm. Murthy et al. [75] proposed a system which constructed new features by linearly
combining the original features in the process of inducting an decision tree. Zheng [116]
studied the effects on decision tree learning of constructing different types of attributes and
proposed a single tree learning algorithm to reduce effects of factors, such as new attribute
search strategies, evaluation functions, and stopping criteria. The proposed approach could
outperform the standard decision tree approaches. However, wrapper feature construction
approaches have a disadvantage of losing the generality and increasing the processing time
in general [84].

In filter approaches, the process of feature construction is a separate, independent pre-
processing stage and the new features are constructed before the classification algorithm is
applied to build the model. Recently, more feature construction methods fall into this cat-
egory than wrapper category because of computational efficiency and generality of filter
approaches [84, 73, 96]. Due to the capability of GP in building programs and expression, it
has been used as an efficient technique for feature construction. Otero et al. [84] used GP to
construct new features with information gain ratio as the fitness function. C4.5 classifier was
applied for classification and its performance was improved by using the newly constructed
features together with the original features. This improvement may be because both C4.5
classifier and GP use information gain ratio as fitness function and it is unknown whether
a different classifier still could benefit as much as C4.5. Muharram and Smith [73] used the
same method in [84] for feature construction and evaluated the performance of the newly
constructed features using four different classifiers. Adding the newly constructed features
into the feature space could not improve the performance of four classifiers in two of the five
datasets. Most of the feature construction approaches increase the number of features be-
cause of adding newly constructed feature(s) into the feature space, which in turn increases
the dimensionality of the problem [62]. Smith and Bull [96] proposed an approach using
GP to construct features and then using a GA for feature selection to reduce the number of
features. Krawiec [54] developed a GP based feature construction approach to constructing
a fixed number of new features to replace the original features. Neshatian et al. [81] used GP
to construct multiple features with which the classifier could achieve higher classification
accuracy than using constructed features together with original features.

As a powerful evolutionary computation technique, PSO is easy to implement, has a few
parameters and can converge fast [22]. However, the potential of PSO in feature construction
has not been investigated.

2.3 Particle Swarm Optimisation (PSO)

2.3.1 Evolutionary Computation

Evolutionary computation (EC) is an area of artificial intelligence that covers the majority
of the techniques inspired by principles of biological evolution. EC techniques have been
applied successfully to solve a variety of real-world problems [22]. In general, EC consists
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of evolutionary algorithms (EAs), swarm intelligence (SI) and other techniques.

2.3.1.1 Evolutionary Algorithms

Evolutionary Algorithms (EAs) is a subset of evolutionary computation, which are popula-
tion based metaheuristic optimisation algorithms. An EA uses some mechanisms inspired
by biological evolution: reproduction, mutation, recombination, and selection. In EAs, each
candidate solution of the optimisation problem is represented as an individual in the pop-
ulation. The fitness function determines the goodness of each individual. Evolution of the
population then takes place after the repeated application of the above operators. Two im-
portant EAs, genetic algorithms and genetic programming, are reviewed as follow.

Genetic Algorithms. Genetic algorithms (GAs) are evolutionary algorithms that use the
principle of natural selection [29]. In GAs, candidate solutions of the problem are encoded
as a population of chromosomes and the population is evolved to search for the optimal
solution by applying genetic operators. Compared to analytical optimisation methods like
gradient based optimisation, GAs are less likely to be trapped in local optima. They, how-
ever, tend to be computationally expensive.

Genetic Programming. Genetic programming (GP) is a sophisticated EA which is used
to evolve a computer program that performs a user-defined task [53]. In GP, each individual
is a computer program and a population of computer programs is optimised according to a
fitness landscape determined by a program’s ability to perform a given task. GP has been
successful as a technique for getting computers to automatically solve problems without
having to tell them explicitly how.

2.3.1.2 Swarm Intelligence

Swarm Intelligence (SI) algorithms are inspired by the collective intelligence of social insects.
A swarm is a population of interacting individuals that is able to optimise global objectives
through collaborative search of the space and the intelligence lies in the networks of interac-
tions among individuals, and between individuals and the environment. There is a general
stochastic (or chaotic) tendency in a swarm for individuals to move toward a centre of mass
in the population on critical dimensions, resulting in convergence on an optimum [46]. Two
main techniques in SI are particle swarm optimisation and ant colony optimisation.

Particle Swarm Optimisation. Particle swarm optimisation (PSO) is a SI algorithm in-
spired by social behaviour of birds flocking or fish schooling [43]. In PSO, each candidate
solution of the problem is encoded as a particle moving in the search space and each par-
ticle can remember its best experience. The whole swarm searches for the optimal solution
by updating the position of each particle based on the best experience of its own and its
neighbouring particles [46]. PSO is a simple but powerful search technique, which has been
applied successfully in a variety range of areas [22].

Ant Colony Optimisation. Ant colony optimisation (ACO) takes inspiration from the
behaviour of real ants seeking the shortest path between their colony and a source of food
[20]. Candidate solutions of the problem are represented as ants in the population. These
ants deposit pheromone on the ground in order to mark their favourable path that should be
followed by other members of the colony. The best solution is the “path” that has the most
pheromone. This mechanism allows the algorithms explicitly use the elements of previous
solutions, which is the characteristic of ACO algorithms.
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Figure 2.4: The flowchart of PSO

2.3.2 Standard Particle Swarm Optimisation (PSO)

PSO is an evolutionary computation technique proposed by Kennedy and Eberhart in 1995
[43]. In PSO, each solution can be represented as a particle in the search space. A vector x; =
(xi1, X2, ..., Xip ) presents the position of particle i, where D is the dimensionality of the search
space. The velocity of particle i is represented as v; = (vj1,vs, ..., vip). The best previous
position of each particle is recorded as the personal best called Pbest and the best position
obtained thus far is called Gbest. The swarm is initialised with a population of random
solutions and searches for the best solution by updating the velocity and the position of
each particle according to the following equations:

t+1 ot t+1
Xig = Xig + Uy (2.1)
1
v = wxvjgtcrxrx (pia — Xjg)
+ k12 k (pga — xjg) (2.2)

where t denotes iteration ¢ in the search process. c; and ¢, are acceleration constants. r; and
ry are random values uniformly distributed in [0, 1]. pjs presents the Pbest and pg, stands for
the Gbest. w is inertia weight, which can make a balance between the global search and the
local search to improve the performance of PSO. The velocity v!, is limited by a predefined
maximum velocity, Oy and v}, € [—Vpmax, Vmax)-

PSO was originall proposed in a continuous version. In order to distinguish with the
discrete version PSO, the standard PSO in this work is also called continuous PSO (CPSO).
Algorithm 1 and Figure 2.4 show the pseudo-code and the flowchart of continuous CPSO,
in which each particle is assumed to take the entire population as its topological neigh-
bours. First, each particle is initialised with a random velocity and a random position in
a D-dimensional search space. Second, the fitness of each particle is evaluated by the pre-
defined fitness function, and then based on Pbest and Gbest, the velocity and the position
of each particle are updated according to Equation 2.2 and 2.1 to search the possible best
solution. During the search process, if the fitness of the particle is better than that of Pbest,

22



Algorithm 1: CPSO

Input :w: inertia weight; 1, cp: acceleration constants
Umax: maximum velocity; D: dimension of search space
P: the population size
T: maximum iterations
Output: Gbest
best fitness value

1 begin
2 randomly initialise the position and velocity of each particle;
3 while T or the stopping criterion is not met do
4 evaluate fitness of each particle;
5 for p=1to P do
6 if fitness of x, is better than that of Pbest, then
7 ‘ Pbest, = x; ; // Update the Pbest of particle p
8 end
9 if fitness of Pbest, is better than that of Gbest then
10 ‘ Gbest = Pbest, ; // Update the Gbest of particle p
11 end
12 end
13 for p=1to P do
14 for d=1to D do
15 update the velocity of particle p according to Equation 2.2;
16 update the position of particle p according to Equation 2.1;
17 end
18 end
19 end
20 return Gbest and its fitness value;
21 end

then its position will be saved to replace the Pbest. If the fitness of any Pbest is better than
Gbest, the Gbest will be replaced by Pbest. The algorithm is terminated until the predefined
maximum number of iterations or another stopping criterion is met.

2.3.3 Binary Particle Swarm Optimisation (BPSO)

PSO was originally introduced as an optimisation technique for real-number search spaces.
However, many optimisation problems occur in a space featuring discrete, qualitative dis-
tinctions between variables and between levels of variables. To extend the implementation
of the original PSO, Kennedy and Eberhart [44] developed a binary particle swarm opti-
misation (BPSO) for discrete problems. The velocity in BPSO represents the probability of
element in the particle taking value 1 or 0. Equation (2.2) is still applied to update the ve-
locity while x4, pig and pg, are integers of 1 or 0. A sigmoid function s(vjy) is introduced to
transform v;; to the range of (0, 1). BPSO updates the position of each particle according to
the following formulae:

o 1, if rand() < s(viy)
Xid = { 0, otherwise (2:3)
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where
1

T+e 24

s(vig) =
where s(v;;) is a sigmoid limiting transformation. rand() is a random number selected from
a uniform distribution in [0,1].

2.3.4 Recent Work on BPSO

Since PSO was proposed by Kennedy and Eberhart in 1995, it has been analysed and im-
proved for many problems [46, 22]. Most of the improvements are proposed for CPSO, in-
cluding changing parameters, update equations, topology and introducing ideas from other
algorithm (See [46, 22]). Recently, researchers propose different modified versions of BPSO
to improve its performance in solving discrete problems. Modified BPSO algorithms are
reviewed in this section.

Huang and Dun [36] showed that both binary and continuous values for elements in the
position vector of particles in PSO could be used simultaneously. Therefore, problems with
both binary and continuous variables could be optimised by PSO in a single algorithm.

Khanesar et al. [47] discussed two main concerns about BPSO. The first one was the pa-
rameters in BPSO, which produced opposite effects in BPSO compared with those in CPSO
[22]. For example, a large maximum velocity encourages exploration in CPSO while a small
maximum velocity promotes exploration in BPSO. The second concern about BPSO was that
the position of a particle was updated solely using the velocity while the position in CPSO
was updated based on both velocity and current position. Based on the analysis on these
two concerns, Khanesar et al. defined a new interpretation for the velocity in BPSO and pro-
posed two variables to represent the velocity which denoted the probability of the position
changing from 0 to 1 and from 1 to 0. The proposed BPSO outperformed the basic BPSO on
certain benchmark functions.

Modiri and Kiasaleh [70] investigated the influence of Pbest and velocity values in BPSO.
By initialising the velocity with the predefined maximum or minimum velocity, the perfor-
mance of BPSO could be improved on certain benchmark functions. It was also shown that
if the range of parameter values (e.g. number of iteration, maximum or minimum velocity)
in BPSO was large, the effect of Pbest was intrinsically encompassed by that of Gbest. How-
ever, Pbest contains some useful information and totally ignoring it also may lead to poor
performance in real-world problems.

Wang et al. [105] introduced two operators called mutation and dissipation, concepts of
natural evolutionary theory into BPSO, and developed a mutation-dissipation based BPSO.
Menbhas et al. [65] proposed a hybrid binary PSO (HBPSO) by introducing crossover and
mutation operators into BPSO to accelerate the convergence speed and ensure the diversity
of the swarm. HBPSO outperformed the modified BPSO algorithm proposed by Wang et al.
[105].

Sadri and Suen [94] introduced two concepts, birth and mortality rates into standard
BPSO. Population size in the proposed BPSO was changed by the birth operator and the
death operator during the search process. The proposed BPSO increased the exploration
power of BPSO.

Pampara et al. [85] proposed another version of BPSO in which a trigonometric function
was utilised to generate a bit string from continuous numbers. In the proposed algorithm, a
large binary search space could be presented by a small continuous number. Therefore, the
optimisation process could be performed in a short time.

Topology that defines how particles are connected to each other as an information shar-
ing or exchanging mechanism, is one of the key elements that influence the performance of
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PSO [45, 42, 22]. Many different types of topologies have been proposed and widely used in
CPSO, such as ring topology, star topology, and wheel topology [22]. Research has shown
the effects of topology on the performance of CPSO [22], but the influence of topology on
BPSO has not been investigated.

2.4 Evolutionary Computation Techniques for Feature Selection

2.4.1 PSO for Feature Selection
2.4.1.1 Continuous PSO (CPSO) for Feature Selection

Generally, when a CPSO algorithm is applied for feature selection problems, the dimension-
ality of the search space is n, where 7 is the number of the available features in the dataset.
Each particle in the swarm is formed by a vector of n real numbers. The position of particle
i in dth dimension, x;; is usually in interval [0, 1]. In order to determine whether a feature
will be selected or not, a threshold 0 < 8 < 1is needed to compare with the real numbers in
the position vector. If x;; > 6, then the corresponding feature d will be selected. Otherwise,
teature d will be abandoned. Recently, CPSO has been applied in both filter and wrapper
feature selection approaches.

Azevedo et al. [8] proposed a wrapper feature selection approach using CPSO and SVM
for personal identification in keystroke dynamic system. This research also investigated the
parameter settings in CPSO, including population size p, acceleration factor ci, c; and the
threshold 6. It was shown that CPSO with p = 100 particles, c; = c; = 1.5, and 0 = 0.7
performed best. Experiments showed that the proposed approach produces better perfor-
mance than a GA with SVM model. However, the proposed algorithm obtained a relatively
high false acceptance rate, which should be low in most identification systems.

Later, Lin et al. [60] proposed a wrapper feature selection approach (PSO+SVM) using
CPSO and SVM. The difference from the method in [8] was that PSO+SVM could optimise
the parameters in SVM and search for the best feature subset simultaneously. Mohemmed
et al. [71] proposed a hybrid method (PSOAdaBoost), which incorporated PSO with an
AdaBoost framework for face detection. The proposed PSOAdaBoost algorithm aimed to
search for the best feature subset and determine the decision thresholds of AdaBoost simul-
taneously, which would also speed up the process of the training and increase the accuracy
of weak classifiers in AdaBoost. Both PSO+SVM and PSOAdaBoost could optimise the fea-
ture subset and parameters in one process. More work like this could be conducted to im-
prove the performance of feature selection using PSO with other learning algorithms in a
wrapper model.

Feature selection was also considered a multi-objective problem [83, 107], which aimed
to select the smallest subset that could obtain the highest classification performance. Al-
though using PSO to feature selection as a single objective problem could obtain good fea-
ture selection results, it can only produce one subset of features. Feature selection as a multi-
objective problem producing several good feature subsets can meet different requirements
in real-world applications [107]. Therefore, Paoli et al. [86] developed a filter feature se-
lection method for clustering hyperspectral images based on multi-objective PSO. It could
solve clustering, feature selection and class number estimation simultaneously. In order
to handle these three different issues, three different optimisation criteria were applied to
guide the search process, which were log-likelihood function, Bhattacharyya statistical dis-
tance [86] between classes, and the minimum description length. Experiments showed that
the proposed approach could obtain satisfactory classification accuracy while reduce the
number of features needed. A good guess of class number was also achieved. However, the
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computational time may reach several hours, depending on the image size.

Esseghir et al. [23] proposed a filter-wrapper feature selection model based on CPSO,
which aimed to integrate the strengths of both filters and wrappers. The proposed filter-
wrapper scheme encoded the position of each particle in CPSO with filter scores of features,
which reflected feature-class dependency levels, and then CPSO was applied to adjust the
scores to search for the best feature subset. The positive score meant the corresponding fea-
ture was selected, otherwise it was abandoned. The fitness of each particle was the classifi-
cation accuracy achieved by a KNN classifier with the selected features. The results showed
that the proposed method could achieve slightly better performance than BPSO based fil-
ter approach. However, the performance of the proposed approach has not been compared
with that of a wrapper approach.

2.4.1.2 BPSO for Feature Selection

Generally, when using BPSO to solve feature selection problems [100, 110], the representa-
tion of a particle is a n-bit binary string, where n is the number of features and the dimen-
sionality of the search space. The feature mask is in Boolean that “1” represents the feature
will be selected and “0” otherwise. Many BPSO based filter and wrapper feature selection
approaches have been proposed in recent years.

Chakraborty [14] compared the performance of BPSO with that of GA in a filter feature
selection approach with fuzzy sets based fitness function. The results showed that BPSO
performs better than GA in terms of classification accuracy.

Inertia weight can improve the performance of BPSO by properly balancing its local
search and global search. Yang et al. [111] proposed two strategies to determine the inertia
weight of BPSO. Experiments on a wrapper feature selection model suggested that the two
proposed BPSOs outperformed other methods, including SFS, “plus-I-take away-r” method,
SFFS, sequential GA and different hybrid GAs.

In order to avoid the particles converging at local optima, Yang et al. [110] proposed a
strategy to renew the Gbest during the search process to keep the diversity of the population
in BPSO. In the proposed algorithm, when Gbest was identical after three generations, a
Boolean operator ‘and(.)’ would ‘and’ each bit of the Pbest of all particles in an attempt
to create a new Gbest. Experimental results illustrated that the proposed method usually
achieved higher classification accuracy with fewer features than GA and standard BPSO.

Chuang et al. [16] also developed a strategy for Gbest in BPSO for feature selection in
which Gbest would be reset to zero if it maintained the same value after several iterations.
Experiments with cancer-related human gene expression datasets showed that the proposed
BPSO outperformed the algorithm proposed by Yang et al. [110] in most cases.

Wang et al. [106] proposed an improved BPSO by defining the velocity as the number of
elements that should be changed. The performance of the improved BPSO was compared
with that of GA in a filter feature selection model based on rough sets theories. Experimental
results showed that the improved BPSO was computationally less expensive than GA in
terms of both memory and running time. They also concluded that most of the running
time was consumed by the computation of the rough sets, which was a drawback of using
rough sets to solve the feature selection problems.

Unler and Murat [100] modified the standard BPSO by extending social learning to up-
date the velocity of the particles. Meanwhile, an adaptive feature subset selection strategy
was developed, where the features were selected not only according to the likelihood cal-
culated by BPSO, but also according to their contribution to the subset of features already
selected. The improved BPSO was applied to a wrapper feature selection model for binary
classification problems. Experimental results indicated that the proposed BPSO method out-
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performed the tabu search and scatter search algorithms.

Alba et al. [3] combined a geometric BPSO with a SVM algorithm for feature selection,
where the current position, Pbest and Gbest of a particle were used as three parents in a
three-parent mask-based crossover operator to create a new position for the particle instead
of using the position update equation. Experiments on high dimensional microarray prob-
lems showed that the proposed algorithm could achieve slightly higher accuracy than GA
with SVM in most cases. Meanwhile, experiments also showed that the initialisation of the
BPSO had a great influence in the performance since it introduced an early subset of accept-
able solutions in the evolution process.

Talbi et al. [99] proposed also a geometric BPSO and compare it with GA using SVM for
the feature selection in high dimensional microarray data. They concluded that the perfor-
mance of the proposed BPSO was superior to GA in terms of accuracy.

Liu et al. [63] proposed a multiple swarm BPSO (MSPSO) to search for the best feature
subset and optimise the parameters of SVM. Experimental results showed that the proposed
feature selection methods could achieve higher classification accuracy with a smaller subset
of features than grid search, standard BPSO and GA. However, the proposed MSPSO was
computationally more expensive than other three methods because of the large population
size and complicated communication rules between different subswarms.

Huang and Dun [36] developed a wrapper feature selection method based on BPSO and
SVM, which used BPSO to search for the best feature subset and CPSO to simultaneously
optimise the parameters in the kernel function of SVM, respectively. Experiments showed
that the proposed algorithm could determine the parameters, search for the optimal feature
subset simultaneously and also achieve high classification accuracy:.

2.4.2 Other Evolutionary Computation Techniques for Feature Selection

Besides PSO, many other evolutionary algorithms also have been applied in feature selection
problems such as GAs, GP, and ACO.

2.4.2.1 Genetic Algorithms (GAs) for Feature Selection

Generally, in a GA based feature selection approach, each individual (chromosome) in the
population represents a subset of features. For a n-dimensional feature search space, each
chromosome is encoded by a n-bit binary string. The bit with value ‘1’ indicates the feature
is selected in the subset, and ‘0’ otherwise. Crossover, mutation and reproduction opera-
tors are applied in the algorithm to search for the optimal subset of features [37]. GAs have
been applied to both filter and wrapper models for feature selection as a single objective and
also a multi-objective problem.

Before developing the feature selection method based on fuzzy sets and BPSO [14],
Chakraborty [13] proposed a GA with fuzzy sets based fitness function to build a filter ap-
proach for feature selection. This method had the same fitness function as BPSO based
method [14]. The GA based feature selection method was robust but the computational
time was usually long. The proposed method adopted the computationally light fuzzy fit-
ness function to shorten the running time. However, the performance of proposed method
was worse than that of CPSO based feature selection method in [14] in terms of classification
accuracy, number of selected features and computation time.

Banerjee et al. [9] proposed a filter feature selection method for microarray gene expres-
sion data based on NSGA-II and rough set. Since the data typically consisted of a large
number of redundant features, an initial redundancy reduction was performed to enable
faster convergence and also reduce the computational complexity.
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Yuan et al. [113] proposed a two-phase feature selection approach using both filter and
wrapper, which aimed to take advantages of both models. The proposed method started
with a filter model to remove irrelevant features, and then a wrapper approach was applied
to remove the redundant features. In the filter phase, GA was employed for feature selection
with inconsistency criterion to evaluate the fitness of solutions. The wrapper phase started
with a feedforward neural network whose input nodes were features in the optimal feature
subset obtained in the first phase. The proposed approach intended to reduce the compu-
tation cost in the wrapper approach in the second phase by deleting irrelevant features in
the first phase. However, because of feature interactions (epistasis), the proposed algorithm
may remove the features in the first phase, which are elements in the best feature subset.

GAs are also applied to the wrapper model as multi-objective methods in feature selec-
tion problems. For example, Oliveira et al. [83] developed a modified wrapper model using
a multi-objective GA based on the Pareto approach to generating the Pareto optimal front
for handwritten digit recognition. Sensitivity analysis and neural networks were employed
to evaluate the fitness. Experiments on the NIST database illustrated the effectiveness of the
proposed strategy.

Wagas et al. [107] also developed a wrapper approach to feature selection using a multi-
objective GA. In this method, a subset that was irrelevant with one class and might be rel-
evant with another one was regarded as a non-dominated or pareto-optimal solution. 1D3
was employed to evaluate the fitness of each individual. Experiments showed that selected
subsets of features could achieve high classification accuracy.

These two multi-objective approaches are more powerful in applications than single ob-
jective approaches to feature selection. However, more benchmarks datasets should be ap-
plied to illustrate the performance and the generalisation of these two techniques.

2.4.2.2 Genetic Programming (GP) for Feature Selection

GP is an evolutionary computation technique inspired by biological evolution to find com-
puter programs that perform a user-defined task. GP evolves computer programs, tradition-
ally represented in memory as tree structures [53]. Basically, in a GP based feature selection
method, there are a function set F and a terminal set T including the original features and
randomly generated constants. Each tree for each individual (classifier) is initialised with a
subset of features using F and T. The population evolves to search for the optimal feature
subset using genetic operations iteratively. GP based approaches have been proposed in
recent years, including both filter and wrapper models for feature selection.

Muni et al. [74] developed a wrapper feature selection model based on multi-tree GP
(GPmtfs), which simultaneously searched for a good feature subset and designed a classifier
using the selected features. In GPmtfs, each individual in a c-class problem had c trees and
each tree was initialised with a random feature subset. In GPmtfs, two new crossover op-
erations: homogeneous crossover and heterogeneous crossover were introduced to suit the
feature selection process. Comparisons with other results available in the literature showed
that this method produced consistently better results.

Based on the two crossover operations introduced by Muni et al. [74], Purohit et al.
[88] introduced another crossover operator to GP to reduce its randomness when used in
a feature selection model. The crossover operator intended to select a subtree from the first
parent and find its best place in the second parent. GP with multi-trees was used to de-
sign classifiers with feature selection for a multi-class classification problem. Experiments
showed that proposed GP performed better than GPmtfs [74].

Ramirez and Puiggros [91] applied multi-tree GP to solve a multi-class problem, which
was to classify the instantaneous cognitive state of a person. The performance measure,
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the fitness function and initialisation of the classifiers were similar with [88]. Experiments
showed the proposed method could accurately classify different cognitive states.

Chien and Yang [15] proposed a feature selection algorithm based on GP and rough
sets. Rough membership was used to transform nominal data into numerical values. After
transformation, new features and training sets were produced, and then GP was applied to
search for the optimal feature subset and learn classification functions. Experiments showed
that the proposed method outperformed other different features selection approaches in
terms of the number of selected features and the classification accuracy.

Neshatian and Zhang [78] proposed a feature selection approach based on GP and a
variation of NB. Bit-mask representation was used for feature subsets and a set of set opera-
tors were used as primitive functions. GP combined these feature subsets and set operators
together to find the optimal subset of features. Experiment on a highly unbalanced face de-
tection problem showed that the proposed algorithm could achieve a significant reduction
in dimensionality and processing time.

Neshatian and Zhang [79] proposed a GP based filter model as a multi-objective ap-
proach for feature selection in binary classification problems. Unlike most filter methods
that usually could only measure the relevance of single features to the class variables [59],
the proposed algorithm could discover the hidden relationships between subsets of features
and the target classes. In this method, an inexpensive binary relevance fitness function was
defined to measure the relevance of a GP program tree (a subset of features) to the classifica-
tion task. In order to explore large feature subsets and at the same time avoid overfitting and
bloating, the standard GP was modified by adopting a run-time mechanism for depth con-
trol along with an overfit monitoring system. Moreover, a Pareto front archive was proposed
as a multi-objective approach to maximising the relevance of subsets while minimising their
sizes. So the result of the proposed method was a vector of Pareto front points serving as
a trade-off matrix. Experiments showed that an inexpensive linear search over this vector
could improve the classification performance of classifiers while decrease their complexity.
However, the proposed method might not be quite appropriate for the problems where the
best feature subset was expected to have a very large number of features.

Based on [79], Neshatian and Zhang [80] proposed a GP relevance measure (GPRM) to
evaluate and rank feature subsets in binary classification tasks. GPRM extended the concept
of a feature relevance measure function by proposing a virtual structure for GP program
trees. Through case studies, it was found that the proposed method could detect relevant
subsets of features in different situations including multimodal class distributions and mu-
tually correlated features, where other methods had difficulties.

2.4.2.3 Ant Colony Optimisation (ACO) for Feature Selection

Ant colony optimisation (ACO) as an evolutionary computation technique has also been
applied to feature selection problems. Typically, in an ACO based feature selection model,
features are represented as nodes in the graph. Edges between the nodes indicate the possi-
ble choices of the next feature. Ants traverse through this graph to add nodes (features) until
the stopping criterion has been satisfied. Feature selection problem is thus transformed to
the problem of ant finding the best path on the graph [27].

Gao et al. [27] proposed an ACO based wrapper feature selection approach to network
intrusion detection. In this wrapper model, least square based SVM was applied as the
classifier to evaluate the feature subset generated by ants. Fisher discrimination rate was
adopted as the heuristic information for ACO. Experiments on three datasets showed that
the proposed method could be an effective approach to intrusion feature selection and de-
tection.
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Jensen [39] proposed a filter feature selection model based on ACO and fuzzy-rough
theory. The proposed approach was examined on classification of web content and complex
systems monitoring and good results were achieved. Experiments compared the proposed
method with other five benchmark techniques. Results illustrated that hill-climbing feature
selection approaches often failed to find minimal subsets even in small and medium-sized
datasets. The proposed approach and a simulated annealing (SA) based feature selection
algorithm achieved similar results and both of them outperformed other three benchmark
techniques. However, the performance of the proposed approach has not been compared
with that other evolutionary computation technique based feature selection methods, such
as PSO or GAs based feature selection approaches.

Ke et al. [41] developed a Pareto-based multi-objective ACO for feature selection based
on rough set theory. It adopted elite strategy to speed up the convergence performance, used
the non-dominated solutions to add pheromone so as to reinforce the exploitation and ap-
plied crowding comparison operator to maintain the diversity of the constructed solutions.
In addition, it intended to avoid premature convergence by imposing limits on pheromone
values. Compared with a modified non-dominated sorting GA, the proposed method could
obtain competitive solutions for rough feature selection. However, only three datasets were
used in the experiments, which could not confirm the generalisation of the proposed ap-
proach.

2.5 Summary

This chapter reviewed the main concepts of machine learning and classification. The chal-
lenges in feature selection and construction were discussed in detail. Evolutionary com-
putation techniques were also reviewed in this chapter, especially PSO. PSO is a heuristic
search technique, which searches for the optimal solution of the problem based on social in-
teractions between individuals in the population. Compared with other evolutionary com-
putation techniques such as GAs and GP, PSO is computationally less expensive, easier to
implement, has fewer parameters and can converge more quickly.

This chapter reviewed different modified versions of BPSO, and the related work of us-
ing conventional methods and evolutionary computation approaches to feature selection,
single feature ranking and feature construction. The limitations of the existing work that
form the motivations of this research were also discussed, which can be summarised as fol-
lows.

e Not all important characteristics of the PSO algorithm are completely present in BPSO,
so improving the performance of BPSO is still an open issue. Research needs to be
conducted to propose a novel encoding scheme, a new topology and effective update
equations.

e In feature selection problems, neither conventional methods nor evolutionary com-
putation approaches could address all the challenges discussed in Section 1.2. For
example, the Relief algorithm does not deal with redundant features, hill-climbing
approaches easily become stuck in local optima, and most of these approaches are
computationally expensive. Meanwhile, not much work has been conducted solving a
feature selection task as a multi-objective problem. Therefore, although BPSO has been
applied successfully to feature selection problems, development of a highly accurate
and efficient feature selection algorithm using BPSO is still an open issue.

¢ In single feature ranking, most of existing approaches rank features without consider-
ing the absence or presence of other features, which would not achieve good results in
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problems with feature interactions (the second challenge in Section 1.2). Meanwhile,
PSO has never been applied to single feature ranking problems. Therefore, develop-
ment of a criterion dealing with feature interactions (e.g. epistasis) using BPSO to deal
with single feature ranking problems is an open issue.

e In feature construction problems, GP has been widely used to solve the tasks, but GP
based approaches usually suffer from expensive computation. As a powerful tech-
nique, the potential of BPSO for feature construction has not been explored.

e There has not been research conducted in predicting the best fitness evaluation func-
tion for a given learning algorithm in feature selection problems, which is an open
issue.

This research aims to address the above-mentioned issues. The next chapter will focus
on the initial work conducted in investigating PSO for feature selection.
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Chapter 3

Preliminary Work

This chapter presents the initial work conducted in investigating PSO for feature selection.
A set of experiments have been conducted to compare the performance of continuous PSO
(CPSO) with that of binary PSO (BPSO) for feature selection. Two wrapper based feature se-
lection approaches are proposed, which are single feature ranking and BPSO based feature
subset ranking. In the first approach, individual features are ranked according to their clas-
sification accuracy so that feature selection can be achieved by using only a few top-ranked
features for classification. In the second approach, BPSO is applied to feature subset ranking
to search for optimal feature subsets. The two proposed approaches are compared with two
conventional feature selection approaches, which are linear forward selection (LFS) [31] and
greedy stepwise backward selection (GSBS) [12].

3.1 Comparisons between CPSO and BPSO

Both two versions of PSO (CPSO and BPSO) have been applied previously in feature selec-
tion problems [60, 36, 110, 100]. In order to compare the performance of CPSO and BPSO,
a set of experiments have been conducted using both of them to search for optimal feature
subsets in a wrapper feature selection model. The goal here is to investigate which version
of PSO is better appropriate to feature selection problems so that it can be chosen for further
development for this work.

3.1.1 Datasets and Parameter Settings
3.1.1.1 Datasets

This research will assume that the datasets are balanced datasets. Twelve datasets chosen
from the UCI machine learning repository [26] are used in this research. Table 3.1 sum-
marises the main characteristics of these datasets. The twelve datasets were selected to have
different numbers of features, classes and instances as the representative samples of differ-
ent kinds of classification problems that could be addressed by this research.

Eight of the twelve datasets in Table 3.1 were selected when conducting the preliminary
works, which were Vowel, Wine, Australian, Zoo, Vehicle, German, WBCD, and Sonar. The
other four datasets were selected recently, which will be used in subsequent works. Arti-
ficial datasets will be produced as the representative samples of the problems to test the
performance of the methods that will be proposed in this work.

These datasets were chosen with an increasing number of features/dimensions. Tasks
(datasets) with more than 500 features would not be preferred, as they belong to a different
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Table 3.1: Datasets, representative samples of the classification tasks which are expected to
be addressed by this research

Dataset Number of Number of Number of
features classes instances
Vowel 10 11 990
Wine 13 3 178
Australian 14 2 690
Letter 16 26 20,000
Z00 17 7 101
Vehicle 18 4 846
Segmentation 19 7 2310
German 24 2 1000
World Breast Cancer 30 2 569
-Diagnostic (WBCD)
Ionosphere 34 2 351
Satellite 36 6 6435
Sonar 60 2 208
Table 3.2: Parameter settings

Parameter Value Parameter Value

c1 1.49618 | Population size 30

o)) 1.49618 | Maximum iterations 100

w 0.768 Topology Star

Umax 6.0 Runs 30

type of problem classification, i.e. large scale, which is which is beyond the scope of this
work.

Eight datasets in Table 3.1, which are Vowel, Wine, Australian, Zoo, Vehicle, German,
WBCD, and Sonar, were used in the experiments. The eight datasets were selected to have
different numbers of features, classes and instances as the representative samples of the
problems that the two proposed approaches could address.

3.1.1.2 Parameter Settings

A wrapper feature selection model needs a learning algorithm to evaluate the classification
accuracy of the selected features. There are many learning algorithms that can be used here,
such as K-nearest neighbour (KNN), naive bayes (NB), and decision tree (DT). One of the
simplest learning algorithms, KNN, was selected as the learning algorithm in the wrapper
model in this research and 5 nearest neighbours are used in KNN (K=5). 5NN with 10-fold
cross-validation implemented in Java machine learning library (Java-ML) [1] is employed
to calculate the classification error rate on both the training set and the test set. A detailed
discussion of why and how n-fold cross-validation is applied in this way is given by Kohavi
[50].

The parameter settings of BPSO are shown in Table 3.2. These values are chosen based
on the common settings in the literature [104]. For both CPSO and BPSO, in each dataset,
the instances are divided into two sets: 70% as the training set and 30% as the test set.
The encoding scheme in CPSO is the same as the scheme described in Section 2.4.1 and the
encoding scheme in BPSO is the same as the scheme described in Section 2.4.1.2.
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During the search process of CPSO and BPSO on the training set, the fitness function is
to minimise the classification error rate of the selected feature subset, which is evaluated by
Java-ML according to Equation 3.1:

FP+FN
TP+ TN+ FP+FN

Error Rate = 1 — accuracy = (3.1)

where TP, TN, FP and FN stand for true positives, true negatives, false positives and false
negatives, respectively.

3.1.2 Experimental Results

This research aims to compare the search ability of CPSO with BPSO on feature selection
problems. Therefore, only the results that show the difference in fitness (classification error
rate) of the search ability are shown in this section.

Figure 3.1 shows the change of average fitness during the search process of CPSO and
BPSO on the training set in eight datasets. Each plot in the figures corresponds to one of the
eight datasets used in the experiments. In each plot, the horizontal axis shows the iterations
in the search process. The vertical axis shows the average fitness values in each generation
over the 30 runs, which is also the training error rate. Therefore, the plots actually show the
decrease of the training error rate during the search process.

According to Figure 3.1, both CPSO and BPSO could converge in a small number of
generations, which is 60 in most cases. BPSO could achieve better performance (lower clas-
sification error rate) than CPSO. Therefore, this PhD thesis will investigate research on BPSO
as a potentially appropriate search technique to solve feature selection problems.

3.2 Wrapper Based Single Feature Ranking

A wrapper based single feature ranking approach is now proposed, where the relative im-
portance of each feature is measured by its classification accuracy. The goal is to investigate
whether the combination of top-ranked features generated by this algorithm can achieve
better performance than using all features and can outperform conventional approaches.

Algorithm 2 shows the pseudo-code of the proposed wrapper based single feature rank-
ing approach. In this approach, each dataset is divided into two sets: a training set and a test
set. In both the training set and the test set, KNN with n-fold cross-validation is employed
to evaluate the classification accuracy [50]. In this algorithm, firstly, in order to make sure
n-fold cross-validation is always performed on the n fixed folds, both the training set and
the test set are divided into n folds when the algorithms starts. Secondly, every feature is
used for classification in the training set individually and its classification accuracy is calcu-
lated by a loop of n-fold cross-validation on the fixed 7 folds of training data (from Line 4 to
Line 7 in Algorithm 2). Thirdly, the features are ranked according to the classification accu-
racies they achieve. Finally, based on the order of the ranked features, successive numbers
of the top-ranked features are selected for classification to show the utility of single feature
ranking in feature selection and the classification accuracy is calculated by KNN with n-fold
cross-validation on the fixed n folds of the test data (from Line 9 to Line 12 in Algorithm 2).

In each dataset, the aim of this algorithm is to determine the number of successive top-
ranked features that can achieve classification accuracy close to or even better than the clas-
sifier with all features as input.
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Algorithm 2: The wrapper based single feature ranking algorithm

1 begin
2 divide the training set to n folds; // n-fold cross-validation
3 divide the test set to n folds;
4 for d=1 to number of features do
5 keep feature d and remove all the other features from training set ;
// training set only contains feature d
6 use KNN with n-fold cross-validation to evaluate the classification accuracy of
feature d for the training set;
7 end
8 rank the features according to the classification accuracy;
9 for d=1 to number of features do
10 keep d top-ranked features and remove the others from the test set;
11 use KNN with n-fold cross-validation to evaluate the classification accuracy of
d top-ranked features for the test set;
12 end
13 return classification accuracy achieved by each feature;
14 return the order of features;
15 return the classification accuracies achieved by the successive numbers of the
top-ranked features;
16_end

3.3 BPSO Based Feature Subset Ranking

The top-ranked feature set resulting from the single feature ranking algorithm might contain
potential redundancy. For example, the combination of the two top-ranked features might
not perform as well as the combination of one top-ranked feature and a low-ranked feature
if the two top-ranked features are highly dependent. To overcome this problem, a feature
subset ranking algorithm is proposed based on BPSO. Different feature subsets are evolved
and ranked according to the classification accuracy on the training set. The goal is to inves-
tigate whether this algorithm can outperform the method of using all features, conventional
approaches and the single feature ranking algorithm (Section 3.2).

If a dataset includes D features, the possible number of features that a feature subset
contains will be in [1, D]. Therefore, according to the number of features they contain, all
the possible feature subsets can be categorised into D groups. Each group includes many
feature subsets that contain the same number of features and this algorithm aims to evolve
the best feature subset from each group. So, for a dataset including D features, D feature
subsets will be evolved and ranked. The dth feature subset is saved to contain the best
feature subset that includes d features in this method, where d is a positive integer from 1 to
D.

Algorithm 3 shows the pseudo-code of BPSO for feature subset ranking. In this ap-
proach, each dataset is firstly divided into two sets: a training set and a test set. KNN with
n-fold cross-validation is employed to evaluate the classification accuracy [50] in both of the
training set and the test set, which are divided into n folds, respectively. The feature subset
search process starts from finding the best subset including one feature and ends with the
feature subset with D features.

The process of selecting a certain feature subset is one step in this approach. For a dataset
including D features, D feature subsets will be evolved and D steps are needed. Each step
can be regarded as a process of using BPSO to select a certain number of the most relevant
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Algorithm 3: The BPSO based feature subset ranking algorithm

1
2
3
4
5
6
7

(e}

10
11
12
13
14
15
16
17

18
19
20
21
22
23
24
25
26
27

28
29
30
31

32
33

begin

divide the training set to n folds // n-fold cross-validation
divide the test set to n folds;
initialise a feature subset S by randomly selecting 1 feature;
for d=1 to number of features do
initialise half of the swarm in BPSO with S;
initialise the other half of the swarm with a subset randomly selecting d
features;
while maximum iteration or fitness=1 is not met do
for p=1 to number of particles do
calculate sum (number of the selected features by particle p);
if sum > d then

‘ randomly exclude (sum — d) features;
end
else if sum < d then

‘ randomly include (d — sum) features;
end
use KNN with n-fold cross-validation to evaluate the fitness of particle
p // classification accuracy of d features selected by
particle p for the training set
end
for p=1 to number of particles do

| update Pbest, and Gbest;
end
for p=1 to number of particles do

update the velocity of particle p (Equation 2.2);
update the position of particle p (Equations 2.3 and 2.4);

end
end
record the evolved feature subset and the corresponding classification
accuracy;
S < the recorded feature subset in Line 27;
end
rank the learnt feature subsets;
use KNN with n-fold cross-validation to calculate the classification accuracy of the
ranked feature subsets for the test set;
return the order of feature subsets with classification accuracies;

end

features (from Line 8 to Line 26 in Algorithm 3). The dth step is actually the process of using

BPSO to search d most relevant features and the fitness function of BPSO is to maximise

the classification accuracy. During the search process of BPSO, if a particle selects more
than d features, a deletion strategy is employed to randomly exclude features to reduce the
number of features to d. On the other hand, if the number of selected features is smaller
than d, an addition strategy is applied to randomly include features to increase the number
of the selected features to d.

During the search process, when searching for the dth feature subset, half of the pop-
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ulation in BPSO is initialised with the (d — 1)th feature subset achieved in the (d — 1)th
step. This is due to the expection that some of the features in the (4 — 1)th subset are useful
and should be retained in the dth subset. Meanwhile, each particle in the other half of the
population is initialised with a feature subset that randomly selects d features to ensure the
diversity of the swarm.

All the evolved feature subsets are ranked according to the classification accuracy on
the training set and then their classification performance is evaluated by KNN with n-fold
cross-validation on the test set. In each dataset, the aim is to determine the number of top-
ranked feature subsets that can achieve classification accuracy close to or even better than
the classifier with all features.

3.4 Results: Single Feature Ranking vs Feature Subset Ranking

3.4.1 Datasets and Parameter Settings

Eight datasets in Table 3.1, which are Vowel, Wine, Australian, Zoo, Vehicle, German, WBCD,
and Sonar, were used in the experiments. The eight datasets were selected to have different
numbers of features, classes and instances as the representative samples of the problems that
the two proposed approaches could address. For two proposed approaches, in each dataset,
the instances are divided into two sets: 70% as training set and 30% as test set. Classification
accuracy is evaluated by 5NN with 10-fold cross-validation implemented in Java-ML. The
classification accuracy is determined according to Equation 3.2:

TP+ TN

TP+TN+FP+FN (32)

Accuracy =

where TP, TN, FP and FN have the same meaning with that in Equation 3.1.

The parameter settings of BPSO are shown in Table 3.2.

For BPSO based feature subset ranking, the experiment has been conducted for 30 inde-
pendent runs. The results achieved in different runs are similar to each other in terms of the
classification accuracy of the evolved feature subsets. Therefore, the results from a typical
run and the best results from 30 independent runs are shown in Section 3.4.3.

3.4.2 Benchmark Techniques

Two conventional wrapper feature selection methods, linear forward selection (LFS) and
greedy stepwise backward selection (GSBS), are used as benchmark techniques to examine
the performance of the two novel proposed approaches. LFS was derived from on SFS and
GSBS was derived from SBS.

LFS [31] is an extension of best first algorithm. The search direction can be forward,
or floating forward selection (with optional backward search steps). In LFS, the number
of features considered in each step is restricted so that it does not exceed a certain user-
specified constant. More details can be seen in the literature [31].

Greedy stepwise [12] implemented in Waikato Environment for Knowledge Analysis
(Weka) [33] is a steepest ascent search. It can move through the search space either in for-
ward direction or in backward direction. Given that LFS performs a forward selection, a
backward search is chosen in greedy stepwise to conduct a greedy stepwise backward selec-
tion. GSBS begins with all features and stops when the deletion of any remaining attribute
results in a decrease in evaluation, i.e. the accuracy of classification.

Weka is used to run the experiments when using LFS and GSBS for feature selection.
During the feature selection process, 5NN with 10-fold cross-validation in Weka is employed
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to evaluate the classification accuracy. In order to make fair comparisons, all the feature
subsets selected by LFS, GSBS and two proposed methods are tested by 5NN with 10-fold
cross-validation in Java-ML on the test sets.

When using Weka to run the experiments, all the settings are kept to the defaults except
that backward search is chosen in the greedy stepwise approach to performing GSBS for fea-
ture selection and 5NN with 10-fold cross-validation is selected to evaluate the classification
accuracy in both LFS and GSBS.

3.4.3 Experimental Results

Figure 3.2 shows the classification accuracy of each feature achieved by the wrapper based
single feature ranking on the training set. The eight charts correspond to the eight datasets
used in the experiments. In each chart, the horizontal axis shows the feature index in the
corresponding dataset. The vertical axis shows the classification accuracy.

Figure 3.3 compares the classification performance of the two proposed methods, LFS
and GSBS on the test set. Each plot corresponds to one of the eight datasets. In each plot,
the horizontal axis shows the number of features used for classification and the vertical axis
shows the classification accuracy. “SFR” in the figure stands for the results achieved by the
successive numbers of top-ranked features in the wrapper based single feature ranking. For
the BPSO based feature subset ranking, “FSR-Best” shows the best results in 30 independent
runs and “FSR” shows the results achieved in a typical run. Both LFS and GSBS produce
a unique feature subset, so have a single result for each test set. The red star denotes the
classification accuracy achieved by LFS and the blue dot presents the result of GSBS. In
addition, the red star and the blue dot in the plot of the Vowel dataset are in the same
position, which means both methods selected the same number of features and achieved
the same classification accuracy:.

3.4.3.1 Results of Wrapper Based Single Feature Ranking

According to Figure 3.2, the classification accuracy achieved by each feature varies consid-
erably, which means that each feature is not equally important for classification. In most
cases, the difference between the highest classification accuracy and the lowest one is more
than 20%, but it varies with the datasets. For example, the difference in the WBCD dataset
is around 50% while the difference is only about 3% in the Vowel dataset. This is caused by
the different characteristics of the different datasets.

According to the results denoted by “SFR” in Figure 3.3, selection of a small number of
top-ranked features achieves better results than using all features in all the datasets. In al-
most all cases, using more top-ranked features, not only does not increase the performance,
but actually causes a deterioration, especially for the Wine and Zoo datasets. The results
suggest that there are interactions between some features such that the relevance of a fea-
ture changes in the presence or absence of some the other features.

3.4.3.2 Results of BPSO based Feature Subset Ranking

According to the results (“FSR” and “FSR-Best” ) in Figure 3.3, in all the eight datasets, with
many of the feature subsets evolved by BPSO the classifier can achieve higher classification
accuracy than with all features. In most cases, the feature subset with which the classifier
achieves the best performance contains a small number of features. For example, in the Aus-
tralian dataset, the second feature subset evolved by BPSO only includes two features, but
achieves the highest classification accuracy. This suggests that BPSO can select the relevant
features and eliminate some noisy and irrelevant ones.
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Figure 3.2: Results of single feature ranking: the classification accuracy of each feature.
3.4.3.3 Observations from the Two Proposed Methods

Comparing the two proposed methods for feature selection leads to the following obser-
vations. Firstly, using all features could not achieve the best performance in all the eight
datasets. The two proposed methods could select a relatively small number of features with
which the classifier could achieve higher classification accuracy than with all features. Sec-
ondly, in most cases, combing top-ranked features could not achieve the best performance
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Figure 3.3: Comparisons between single feature ranking (SFR), feature subset ranking (FSR),
the best results of FSR in 30 runs, linear forward selection (LFS) and greedy stepwise back-

ward selection (GSBS).
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because this combination still has redundancy. Thirdly, feature subset ranking provides an
effective way for feature selection. Using the same number of features, BPSO based feature
subset ranking can achieve higher classification accuracy than wrapper based single feature
ranking. This suggests that BPSO could find a subset of complementary features to improve
the classification performance.

3.4.3.4 Further Analysis

Results in Figure 3.3 show that in almost all cases, the feature subset evolved by BPSO is not
the combination of the top-ranked features, but a subset of complementary ones.

Considering the Australian dataset as an example, as can be seen in Figure 3.2, the order
of the ranked features is F8, F10, F9, F14, F13, F5, F7, F3, F6, F2, F11, F12, F1, F4, where Fi
denotes the ith feature in the dataset. The second feature subset evolved by BPSO includes
F8 and F12, which are not the two top-ranked features (F8 and F10). According to Figure
3.3, although with F8 and F10 the classifier can achieve higher classification accuracy than
with all features, with F8 and F12 it can obtain better results than with F8 and F10. This
suggests that the combination of the two top-ranked features contains redundancy while
the combination of a top-ranked feature (F8) and a low-ranked feature (F12) is a subset of
complementary features. Meanwhile, the other 11 (from the 3th to the 13th) feature subsets
evolved by BPSO are not the combinations of the top-ranked features either. These results
suggest that the BPSO based subset ranking algorithm has great potential to avoid redun-
dant and/or noisy features and thus reduce the dimensionality of the classifier.

3.4.3.5 Comparisons Between Proposed Methods and Benchmark Techniques

The red stars and blue dots in Figure 3.3 show that the number of features selected by LFS
is smaller than that of GSBS, but the classification accuracy achieved by LFS is close to or
better than that of GSBS in most cases. This suggests that LFS starting with an empty feature
subset is more likely to obtain some optimality of the small feature subsets than backward
selection methods, but does not guarantee finding the larger feature subsets. GSBS starts
with all features and a feature is removed only when its removal can improve the classifica-
tion performance. The redundant features that do not influence the classification accuracy
will not be removed. Therefore, the feature subset selected by GSBS is usually larger than
the feature subset selected by LFS because of the redundant features.

Comparing the proposed wrapper based single feature ranking with the two conven-
tional techniques, it can be observed that using the same number of features, LFS and GSBS
could achieve higher classification accuracy than single feature ranking in most cases. This
suggests that the combination of top-ranked features could not achieve the best performance
because it contains redundancy or noise. However, in most cases, combing a relatively small
number of top-ranked features could obtain higher accuracy than LFS and GSBS. The resea-
son might be that the feature subsets selected by LFS and GSBS still have redundancy.

Figure 3.3 shows that BPSO based feature subset ranking outperforms LFS and GSBS. In
seven of the eight datasets, feature subsets obtained by feature subset ranking can achieve
higher classification accuracy than the subsets obtained by LFS and GSBS (in the eighth one,
the Vowel dataset, the results are almost the same). This suggests that BPSO could find
subsets of complementary features that could achieve better classification performance than
other combinations of features.
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Chapter 4

Proposed Contributions and Project
Plan

4.1

Proposed Contributions

This work will contribute to the fields PSO and feature selection. The proposed contribu-
tions are listed follows.

1.

This work will present a novel version of discrete PSO with a new particle encoding
scheme, a new topology structure and new update equations. This novel version of
discrete PSO is expected to improve the performance of the PSO algorithm.

. This work will present a new PSO based feature selection approach to solving feature

selection as a single objective problem. This will be accomplished by developing a
feature selection algorithm based on PSO and developing a strategy to improve its
computational efficiency. The new PSO based feature selection approach is expected
to achieve better performance than existing feature selection algorithms in terms of
computational efficiency.

This work will present a PSO based single feature ranking algorithm for feature se-
lection. A new criterion will be developed to evaluate the relative importance of each
feature in the presence or absence of other features and then a PSO based single feature
ranking approach will be proposed. This single feature ranking algorithm is expected
to achieve better performance than existing single feature ranking approaches in terms
of the classification accuracy of the successive top-ranked features.

. This work will show how PSO can be used to solve feature selection tasks as a multi-

objective problem. A multi-objective feature selection approach will be developed by
proposing a multi-objective discrete PSO to maximise the classification accuracy and
minimise the number of selected features. The proposed multi-objective feature selec-
tion approach is expected to achieve better performance than existing multi-objective
feature selection algorithms and PSO based single objective approaches.

This work will show how PSO can be used for feature construction problems by util-
ising discrete PSO to select original features that are used to construct new high-level
features. PSO has never been applied to feature construction problems because it does
not have the construction function. In this work, new search operators will be intro-
duced to discrete PSO thus it could evolve feature construction functions. The pro-
posed feature construction approach is expected to automatically construct high-level
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Table 4.1: Phases of project plan (Phase 6 will be conducted if time allowed).

Phase | Task Duration (Months)

1 Reviewing literature, overall design, selection of datasets 12 (Complete)
and writing the proposal

2 Developing a new version of discrete PSO for feature selection | 5

3 Using discrete PSO to select a single subset of features 4 (Partly)

4 Investigating multi-objective discrete PSO for feature selection | 4

5 Utilising discrete PSO for feature construction 5

6* Predicting the best fitness evaluation function with which a 3*
feature selection algorithm could obtain the best feature
subset for a given learning algorithm

7 Writing the thesis 6

features which could improve the quality of the search space and achieve better per-
formance than existing feature construction algorithms.

6. The performance of feature selection is bound to the classification algorithm in wrap-
per based approaches, but this link has not been throughly investigated. This work
intends to present a method to predict the fitness evaluation function with which a
feature selection algorithm could obtain the best feature subset for a given learning
algorithm. This is expected to help users select the best fitness evaluation function for
a desired learning algorithm to obtain the best classification accuracy in unseen data
and/or reduce the training time.

4.2 Overview of Project Plan

The initial plan for this project includes eight overall phases of research as shown in Table
4.1. The first step has been completed and part of the rest of the steps have been done partly
during the provisional registration period (12 months). Phases two to six will cover the
major research objectives addressed by this project. Work in phase six is optional, which
will be conducted if one of phases two to five (one of the first four objectives) can not be
completed, or there is still enough time available when other work (except phase seven) is
completed. The last phase involves writing the final thesis.

4.3 Project Timeline

An estimation of the approximate timetable for the remaining phases of the work for the
next 24 months of research is presented in Table 4.2. The first column shows the research
phase from Table 4.1, the second column the detailed research tasks, and the next subsequent
columns represent two-month periods. Note that phase six is not included in the timetable
because it is optional and three months may be needed to complete it if possible.

4.4 Thesis Outline

This thesis plans to have nine chapters, where chapter 7 is optional work. The outline of the
final thesis will be written as follows.

o Chapter 1: Introduction
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Table 4.2: Project timeline for the next 24 months

Time in Months
Phase | Task 2 4 6|8 10 12|14 16 18|20 22 24
n/a | Updating the literature review X X X|x X X |x x X |XxX X X
2 Developing a new encoding scheme for || x x
discrete PSO
2 Designing a new topology for discrete X
PSO
2 Investigating new update equations and X
add search operators to discrete PSO
3 Developing a strategy to improve the X | X
computation efficiency of discrete PSO
for feature selection
3 Using discrete PSO to select a single X
subset of features
3 Using discrete PSO for single feature X
ranking for feature selection
4 Investigating multi-objective discrete X X | X
PSO for feature selection
5 Utilising discrete PSO for feature con- X X X
struction
7 Writing the first draft of the thesis X X
7 Editing the final draft X X

This chapter will introduce the academic thesis. It will outline the problems, the moti-
vations, research goals, contributions and organisation of the thesis.

Chapter 2: Literature Review

This chapter will present a review of the literature on evolutionary computation tech-
niques as main approaches to solving feature selection problems. It will cover essential
background and basics concepts of evolutionary computation and machine learning,
particularly PSO, feature selection and construction, and then it will review typical
related work in feature selection and construction problems using conventional meth-
ods and evolutionary computation techniques. It thus highlights the main limitations
of these algorithms and current challenges that form the motivations of the thesis.

Chapter 3: Improved Discrete PSO

In this chapter, a new version of discrete PSO will be proposed, which is based on a
new encoding scheme, a new topology structure, new update equations and newly
introduced search operators. The performance of the proposed PSO will be compared
with that of BPSO with a standard encoding scheme, commonly used topology struc-
tures and standard update equations on feature selection problems.

Chapter 4: Discrete PSO for Feature Selection and Single Feature Ranking

In this chapter, a strategy will be proposed to improve the computational efficiency of
discrete PSO. A feature selection approach will then be developed based on discrete
PSO, which is a single objective technique aiming to maximise the classification accu-
racy. Meanwhile, a new criterion will be proposed to evaluate the relative importance
of each feature in the presence or absence of other features. Then a discrete PSO based
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single feature ranking approach will be developed for feature selection problems. The
performance of the proposed algorithms will be compared with that of conventional
approaches and standard PSO based feature selection methods.

Chapter 5: Multi-objective Discrete PSO for Feature Selection

In this chapter, a multi-objective discrete PSO will be proposed based on which a fea-
ture selection approach will be developed with the objectives of maximising the clas-
sification accuracy and minimising the number of features. The performance of the
developed approach will be compared with that of existing multi-objective feature se-
lection algorithms and the single objective PSO developed in the previous chapter.

Chapter 6: Discrete PSO for Feature Construction

In this chapter, a feature construction approach will be developed. Discrete PSO will
be utilised to select original features for constructing new high-level features. New
search operators will be introduced to discrete PSO to evolve a feature construction
function. The performance of the proposed approach will be compared with that of
benchmark feature construction algorithms.

Chapter 7*: Prediction of a Good Fitness Evaluation Function for Given Classification Algo-
rithms

This chapter will investigate the best fitness evaluation function that can be used in
the training process of a feature selection approach, which will obtain the best feature
subset for a given learning algorithm. Some commonly used learning algorithms will
be covered, such as KNN, NB, DT, SVM and LCS. Experiments will be conducted to
test the predictions.

Chapter 8: Discussions
In this chapter, relevance and impact of the novel work in the PSO and feature selection
tields will be discussed in detail.

Chapter 9: Conclusions and Future Work

In this chapter, the conclusions and findings from the experiments in each phase will
be presented and summarised. It will also describe the main future research directions
arising from the contributions of this work.

4.5 Resources Required

4.5.1 Computing Resources

This research will need to run large computational experiments, which consume much
memory space and processing power. The School’s grid computing facilities can meet the
requirement. Other IT resources are also available in the School’s system.

4.5.2 Library Resources

Access to the respective publications in this area is expected. Most of the required literature
is already subscribed by the university library and also available on-line.
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4.5.3 Conference Travel Grant

Publications to the respective conference (i.e. CEC and GECCO) in this area are expected.
Therefore a travel grant from the university is needed to support important conference trav-
els.
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