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Abstract—Automated design of job shop scheduling rules using genetic programming as a hyper-heuristic is an emerging topic that has become more and more popular in recent years. For evolving dispatching rules, feature selection is an important issue for deciding the terminal set of genetic programming. There can be a large number of features, whose importance/relevance varies from one to another. It has been shown that using a promising feature subset can lead to a significant improvement over using all the features. However, the existing feature selection algorithm for job shop scheduling is too slow and inapplicable in practice. In this paper, we propose the first “practical” feature selection algorithm for job shop scheduling. Our contributions are twofold. First, we develop a niching-based search framework for extracting a diverse set of good rules. Second, we reduce the complexity of fitness evaluation by using a surrogate model. As a result, the proposed feature selection algorithm is very efficient. The experimental studies show that it takes less than 10% of the training time of the standard genetic programming training process, and can obtain much better feature subsets than the entire feature set. Furthermore, it can find better feature subsets than the best-so-far feature subset.
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I. INTRODUCTION

Job Shop Scheduling (JSS) [43] is an important problem in the scheduling and artificial intelligence fields. It has many applications in the real world such as manufacturing [7], [31], project scheduling [55] and resource allocation in cloud computing, and has attracted many research interests from both researchers and practitioners. In JSS, a number of jobs and machines are given, each job contains a sequence of operations, each of which has an eligible machine to process it. Then, the aim is to design a schedule to process the operations with the machines subject to the predefined constraints (e.g. the operations are processed in order by their eligible machines) to achieve the desired goals such as minimising the makespan, flowtime and tardiness.

In practice, the environment is usually dynamic, and jobs can arrive in real time with no prior information (e.g. its arrival time, due date and processing time). Traditional optimisation approaches such as mathematical programming and meta-heuristic methods can hardly tackle dynamic JSS (DJSS) well, since they cannot immediately react to the occurrences of unpredicted events such as new job arrivals and machine breakdowns. On the contrary, dispatching rules can respond to the environment change instantaneously. Therefore, dispatching rules have been widely adopted for solving DJSS [2], [14]. Briefly speaking, a dispatching rule consists of a priority function considering the features of the current job shop state and the operation to be processed. At each decision point when a machine becomes idle and there are operations waiting in its queue, the dispatching rule calculates the priority value for each waiting operation, and selects the operation with the highest priority value to be processed next. So far, there have been a large number of dispatching rules designed manually to tackle different job shop scenarios and objectives. A comprehensive comparison between manual dispatching rules can be found in [50].

It has been shown in literature (e.g. [25], [46], [51]) that the manually designed dispatching rules are still not satisfactory enough. Due to the complex interactions involving different waiting operations and job shop states, it is very hard, if not impossible, to manually capture all the underlying relationships to design a promising dispatching rule. Recently, Genetic Programming (GP) has attracted more and more research interests for automatically designing dispatching rules. There have been plenty of works proposed for evolving dispatching rules with GP (e.g. [10], [16], [21], [36], [42]), which successfully obtained much better rules than the manually designed rules.

A challenge for evolving dispatching rules using GP is the huge search space due to the variable-length representation. For example, as indicated in [48], if using the tree-based representation with the maximal depth of $D$ and all the functions are binary, i.e. they take two arguments, then the size of GP search space is $|F|^{2^{D-1}} \cdot |T|^{2^{D}}$, where $F$ and $T$ stand for the function and terminal sets. It can be seen that the size of GP search space depends on the maximal depth of the tree, function set and terminal set. Therefore, in order to reduce the GP search space and improve efficiency, one can decrease the maximal tree depth, the number of function nodes and the number of terminals. In this paper, we will particularly focus on reducing the number of terminals by feature selection.

For GP-evolved dispatching rules, the candidate terminals include the global shop-level features (e.g. the current time), job-related features (e.g. the processing time and due date) and machine-related features (e.g. the machine ready time and work in the queue). In addition to the instantaneous
information, one can also look ahead to the future (e.g. the work in the next queue) and back to the past (e.g. the historical utilisation level and average waiting time of the previous 5 jobs) [20]. Obviously, not all these features are (strongly) relevant to the performance of rule, and the contributions of the features vary from one objective to another (e.g. minimising makespan and minimising total weighted tardiness require different features). It has been demonstrated that including irrelevant features can lead to negative effect in evolving GP rules [16]. To reduce the search space without losing promising regions, it is important to select a proper set of relevant features as the terminal set of GP. However, it is a challenging task due to the complex interactions between the features.

Intuitively, an important feature tends to make a considerable contribution to good dispatching rules. In most previous works, the contribution of a feature is estimated by the frequency it occurs in GP individuals with high fitness values [9], [40], [47] during the search process. However, such an estimation has two major issues. First, the estimation for each GP individual may not be accurate due to the redundant feature occurrences such as $x/x$ and $x - x$. Second, the estimation may be biased to the individuals in the particular local optimal region that GP converges to. In this case, the features that contribute to other local optima but not in the current population will be missed.

To address the above issues, we proposed a new feature selection approach in [34]. To address the first issue, we proposed a more accurate and domain-knowledge-free measure based on a feature removal operation, and empirically verified its effectiveness in several job shop scheduling scenarios [34]. To address the second issue, we selected the best individuals from 30 independent runs of GP to reduce the estimation bias. However, the proposed feature selection approach is still not applicable in practice, mainly because of its low efficiency. Specifically, a diverse set of good individuals is required to achieve a high accuracy of the feature selection. There is no efficient way for obtaining such a set of individuals so far. In [34], the 30 individuals were obtained from 30 independent runs of GP, requiring computational time of $30 \cdot \text{Time}(GP)$, where $\text{Time}(GP)$ is the computational time of a single GP run.

A. Goals

This paper aims to address the above issues and propose a better feature selection algorithm with higher efficiency and accuracy. It has the following research objectives:

1) To propose a more efficient method to obtain a diverse set of good individuals by employing niching and surrogate model.
2) To develop a new feature selection scheme that takes both the fitness of the individuals and the feature contribution to the individuals into account.
3) To verify the efficacy of the proposed feature selection algorithm in terms of number of selected features and the quality of the selected feature set.
4) To analyse the effect of the selection of each feature on the capability of GP in evolving promising dispatching rules.

B. Organisation

The rest of the paper is organised as follows: Section II gives the background introduction, including the problem description, automated dispatching rule design and feature selection. Then, the proposed feature selection algorithm (NiSuFS) is described in Section III. Experimental studies are carried out in Section IV to investigate the behaviour and performance of NiSuFS. Further analysis is conducted in Section V. Finally, Section VI gives the conclusions and future work.

II. BACKGROUND

A. Job Shop Scheduling

A Job Shop Scheduling (JSS) problem aims to process a number of jobs $J = \{J_1, \ldots, J_n\}$ with a set of machines $M = \{M_1, \ldots, M_m\}$. Each job $J_i$ has a sequence of $l_i$ ($l_i \leq m$) operations $O_j = (O_{ij_1}, \ldots, O_{ij_{l_i}})$. It has a release time $r_{ij}$ and a due date $d_{ij}$. Each operation $O_{ij}$ can only be processed by machine $\pi(O_{ij}) \in M$, and its processing time is $\delta(O_{ij})$. Then JSS is to find the best schedule subject to the following constraints:

1) For each job, $O_{i+1,j}$ cannot be processed before the completion of its preceding operations $O_{ij}$, $\forall j = 1, \ldots, n$. The first operation $O_{ij}$ cannot be processed until the job is release at time $r_{ij}$.
2) Operation $O_{ij}$ must be processed on machine $\pi(O_{ij})$.
3) Each machine can only process one operation at the same time.
4) The scheduling is non-preemptive, i.e. the processing of an operation cannot be disrupted or stopped until it is completed.

The commonly considered JSS objectives include minimising the makespan ($C_{\text{max}}$), total flowtime ($\sum C_j$), total weighted tardiness ($\sum w_j T_j$), number of tardy jobs, etc [43].

B. Automated Design of Dispatching Rules

Dispatching rules are commonly used in DJSS due to its flexibility, scalability and ease of implementation. It generates the schedule in real time and can adapt to the environment change (e.g. new job arrivals) well. At each decision point, at least one machine is idle and the queue of that machine is not empty. Then, the dispatching rule uses some priority function to select the next operation among those waiting in the queue. The priority function assigns a priority value for each candidate operation, and the one with the highest priority value is selected. For example, in the Shortest Processing Time (SPT) rule, the priority function is defined as $-\delta(O_{ij})$.

Dispatching rules can be divided into two categories according to their definitions of the decision points. The first category is called the non-delay rules. In the non-delay rules, no delay is allowed as long as a machine is idle and its waiting queue is not empty, i.e. an operation has to be selected and processed immediately. On the other hand, the active rules allow some delay in case that a new urgent job will arrive soon. In this paper, we will focus on the non-delay category only, since it is simpler to use and have achieved much success in previous studies (e.g. [16], [36]).
A great amount of effort has been made to manually design more effective dispatching rules (e.g. [17], [23], [45]). However, due to the subtle interactions involving various factors in affecting the performance of the rule, the performance of existing manually designed rules is not satisfactory enough. Moreover, the best dispatching rule depends on the shop scenario and objective to be optimised. Therefore, it is difficult to manually obtain an effective dispatching rule for the given JSS. In this situation, hyper-heuristics [5] are promising approaches to search for dispatching rules automatically.

Hyper-heuristics optimise heuristics rather than solutions by searching in the heuristic space. Genetic Programming (GP) [26] has been demonstrated to be a powerful hyper-heuristic for DJSS ([10], [16], [20], [22], [36], [37], [42], [52]). For JSS, it is shown to outperform other methods such as neural network and linear combination [3]. Therefore, in this paper, we choose GP as the hyper-heuristic framework for evolving dispatching rules.

The framework of GP is given in Fig. 1. It is similar to the conventional genetic algorithm framework, except that it adopts special representations for individuals (i.e. GP programs), and evolves them using specific crossover and mutation operators. For evolving dispatching rules, GP represents each individual (candidate dispatching rule) as a syntax tree. An example of the well-known 2PT+WINQ+NPT rule [18] is given in Fig. 2. The crossover operator randomly selects a subtree from each parent, and then swaps them to produce two children. The mutation operator randomly selects a sub-tree from the parent, and replaces it with a newly generated sub-tree. For evaluating a dispatching rule, the rule is first applied to a set of JSS instances. The fitness value is then set to the average objective values of the resultant solutions.

![Fig. 1. The GP framework.](image)

For evolving dispatching rules with GP, feature selection is an important and challenging issue. It has been demonstrated that including irrelevant features in the terminal set of GP can deteriorate the performance [16]. On the contrary, carefully selecting relevant features can lead to a significant improvement [34]. Feature selection in GP for evolving dispatching rules has been overlooked so far. This paper conducts an in-depth study on this important topic.

C. Feature Selection

Feature selection is an important and necessary process in machine learning and data mining tasks [12], [56]. By removing irrelevant, redundant and misleading features, feature selection can reduce the number of features (i.e. dimensionality) of the data, increase the learning performance, reduce the training time, and improve the interpretability of the learned models [12], [56]. There have been a large number of feature selection methods proposed in the past decades [12], [28], mainly for classification and regression tasks [8], [32], [57]. Based on the evaluation criterion, existing feature selection methods can be classified into three categories [28], which are wrapper, filter and embedded approaches. Despite its importance, feature selection has seldom been used in designing dispatching rules for JSS.

Traditional feature selection approaches are not applicable to GPHH for dynamic JSS. First, the task (i.e. prioritising the operations in the queue) in GPHH for dynamic JSS is completely different from the traditional machine learning/data mining tasks (e.g. classification, regression and clustering), which makes traditional feature selection approaches inapplicable. Second, the instances in GPHH for dynamic JSS have dependencies on each other, while they are assumed to be independent in traditional machine learning/data mining.

GP is able to perform embedded feature selection, also called terminal selection, since GP can simultaneously identify relevant features and evolve the best GP tree using the relevant features in an adaptive evolutionary process. The relevance of the features/terminals are typically evaluated by counting their occurrence frequencies in the good individuals. During the evolutionary process, the probabilities of selecting features change accordingly based on the updated relevance. A typical example is the adaptive mutation [9], [40], [47], which selects the features to create a sub-tree based on their relevance rather than randomly, so that the more relevant features are more likely to be selected.

However, the commonly used frequency analysis has a major drawback that there may be many unnecessary or even meaningless occurrences of the features. For example, given a rule represented as \((A - B)/(A - B) + C/D\), A and B occur twice, while C and D occur only once. According to frequency analysis, A and B are more relevant than C and D. However, after simplification, the rule becomes \(C/D + 1\).
This means that both A and B are in fact not needed and may be useless features. In [34], a feature ranking and selection approach is proposed to improve the performance of GP for job shop scheduling, which is based on the contribution of features to the fitness. That approach has been demonstrated to be able to identify the relevant features more accurately. However, it requires a diverse set of good dispatching rules, which cannot be obtained in a trivial way. It simply extracts these rules by running GP for multiple times with different random seeds. As a result, it is very time consuming (about 70 hours on Intel(R) Core(TM) i7 CPU @3.60GHz for obtaining 30 rules) and thus inapplicable in practice. A new efficient feature selection algorithm is highly desired.

III. PROPOSED FEATURE SELECTION ALGORITHM

In this section, we propose an efficient feature selection algorithm (called NiSuFS) to select relevant features to improve the effectiveness of GP in evolving more promising dispatching rules. The proposed algorithm has the following two advantages:

1) It employs niching techniques to obtain a diverse set of good individuals (local optima) in a single GP run.
2) It replaces the original fitness evaluation with a surrogate model, which is based on a simplified and much less computationally expensive simulation. This way, the fitness evaluation becomes much more efficient without losing much accuracy.

A. Niching-GP Feature Selection Framework

The niching techniques [30], [49] have been demonstrated to be very effective to locate multiple local optimal solutions in the search space simultaneously. Niching-based evolutionary algorithms have been demonstrated to perform competitively for solving multi-modal [44] and multi-objective [19], [60] optimisation problems. There have been a variety of niching methods proposed, such as the fitness sharing methods [11], [35], the crowding methods (e.g. restricted tournament selection [13]) and the clearing method [41]. Here, we adopt the clearing method [41] since it is easier to control than the crowding methods and more efficient than the fitness sharing methods. The niching-GP feature selection framework of NiSuFS is described in Algorithm 1. The framework follows a standard GP process [26], except that it adjusts the fitness of the individuals using the clearing method before generating the offsprings (line 5). This way, the population is expected to converge to a number of different local optima instead of a single optimum. After that, a diverse set of good rules $R$ are selected from the population $P$ by BestDiverseSet($\cdot$) (line 9). Finally, a feature subset $T$ is selected based on the selected rules $R$ (line 10).

1) The Clearing Method: The basic idea of the clearing method is to “clear” the poor individuals in the crowding areas. The pseudo code of Clearing($\cdot$) is described in Algorithm 2. It has two parameters: the radius $\sigma$ controlling the range of each niche, and the capacity $\kappa$ which determines the number of individuals in each niche. Note that the fitness $fit(\cdot)$ is to be minimised in JSS (e.g. makespan and tardiness). Therefore, in line 10, an individual is cleared by setting its fitness to $\infty$.

In Algorithm 2, a distance measure $\Delta(r_1, r_2)$ between two rules $r_1$ and $r_2$ is needed. In GP, a rule is represented as a GP tree. Unlike traditional tree distance measures such as tree edit distance [1], [59], two dispatching rules with different tree structures can essentially have exactly the same behaviour in making decisions. For example, the rules with the priority functions of $x$, $2x$, and $x + 1$ will always make the same decision. In addition, the redundant branches in the tree evolved during the GP process can also generate duplicated GP trees, such as $x + y$ and $x + \max\{y, y\}$). For comparing between two dispatching rules for JSS, the distance measure $\Delta(\cdot, \cdot)$ should reflect the difference in phenotypic behaviour instead of genotypic structure.

To this end, we adopt a phenotypic characterisation approach [15] to characterise the behaviour of a dispatching rule $r$ as a fixed-length numeric vector. The phenotypic characterisation is described in Algorithm 3. It is based on a reference dispatching rule $r'$ and a set of decision situations $\Omega$. Each decision situation $\Omega \in \Omega$ includes a set of candidate operations and a job shop state, i.e. an instantiation of all the feature values (e.g. processing time, due date, current time, work remaining, etc.) of these candidate operations. In the algorithm, for the $i$th decision situation, the reference rule $r'$ is first applied to obtain the ranking vector $k$ of all the candidate
operations (line 2). Then, the index \( j \) of the operation with the highest priority assigned by \( \tilde{r} \) is identified (line 3). Finally, the ranking vector \( \hat{k} \) of the operations assigned by rule \( r \) is obtained, and the rank of the \( j \)th operation in \( \hat{k} \) is set to the \( j \)th element of the characteristic vector (lines 4 and 5).

Algorithm 3: \( d \leftarrow \text{PhenoCharacterisation}(r; \tilde{r}, \Omega) \) \[15\]

\[
\text{Input: A dispatching rule } r \text{ to be characterised, a reference dispatching rule } \tilde{r}, \text{ a set of decision situations } \Omega. \\
\text{Output: A numeric (integer) characteristic vector } d. \\
1 \text{ for } i = 1 \rightarrow |\Omega| \text{ do} \\
2 \quad \hat{k} \leftarrow \text{ranks}(\tilde{r}, \Omega[i]); \\
3 \quad j \leftarrow \text{index}(1, \hat{k}); \\
4 \quad k \leftarrow \text{ranks}(r, \Omega[i]); \\
5 \quad d[i] \leftarrow k[j]; \\
6 \text{ end} \\
7 \text{return } d;
\]

Obviously, if \( r \) and \( \tilde{r} \) have the same behaviour, then they will always give rank 1 to the same operation. Thus, \( d(r) = d(\tilde{r}) = 1 \). Otherwise, the more different \( r \) behaves from \( \tilde{r} \), the more distant \( d(r) \) is from \( d(\tilde{r}) \). Then, the distance between two rules \( r_1 \) and \( r_2 \) can be defined as the Euclidean distance between the two characteristic vectors, as shown in Eq. (1).

\[
\Delta(r_1, r_2) = \sqrt{\sum_{i=1}^{10}(d_1(r_1) - d_1(r_2))^2}.
\]

According to Algorithm 3, a set of decision situations \( \Omega \) and a reference rule \( \tilde{r} \) are needed to calculate \( \Delta(\cdot) \). In this study, \( \Omega \) is generated as follows:

Step 1. Apply the Shortest Processing Time rule on a JSS simulation with 10 machines, 2500 jobs, full operations, utilisation level of 0.95, and record all the decision situations as \( \Omega' \).

Step 2. Remove all the decision situations from \( \Omega' \) whose number of candidate operations are smaller than 10.

Step 3. Randomly select 20 decision situations from the remaining decision situations in \( \Omega' \) to form \( \Omega \).

The characteristic vector only considers the ranking of the operation selected by the reference rule. Therefore, a better reference rule tends to lead to a more accurate and representative characterisation. To this end, at each generation, we reset \( \tilde{r} \) to the best individual in the population.

2) Final Best Diverse Set: Given the final population \( P \), a diverse set of \( K \) good individuals are to be selected. For this purpose, we continue to use the niching technique, and select only the best individual in each niche. The function \( \text{BestDiverseSet}(P, \sigma, K) \) is described in Algorithm 4.

First, the set \( \mathcal{R} \) is set to empty, and the individuals in \( P \) are sorted from the best to the worse. Then, for each individual \( P'[i] \) in the sorted population, we examine whether it is in the niche of any individual in \( \mathcal{R} \) (lines 4–10). If not, then it is added into \( \mathcal{R} \). The above steps are repeated until the number of individuals \( \mathcal{R} \) reaches \( K \) or all the individuals in the population have been examined.

3) Feature Selection: A more important feature tends to make higher contribution to more good individuals.

Algorithm 4: \( \mathcal{R} \leftarrow \text{BestDiverseSet}(P, \sigma, K) \)

\[
\text{Input: A population } P, \text{ a radius } \sigma, \text{ the number of selected individuals } K. \\
\text{Output: A diverse set of good individuals } \mathcal{R}. \\
1 \text{ Set } \mathcal{R} \leftarrow \emptyset; \\
2 \text{ } \text{ } \text{P'} \leftarrow \text{SortFitness}(P); \\
3 \text{ for } i = 1 \rightarrow |P'| \text{ do} \\
4 \quad \text{inNiche } \leftarrow \text{false}; \\
5 \quad \text{foreach } r \in \mathcal{R} \text{ do} \\
6 \quad \quad \text{if } \Delta(P'[i], r) < \sigma \text{ then} \\
7 \quad \quad \quad \text{inNiche } \leftarrow \text{true}; \\
8 \quad \quad \text{break;} \\
9 \quad \text{end} \\
10 \text{if not inNiche then} \\
11 \quad \mathcal{R} \leftarrow \mathcal{R} \cup P'[i]; \\
12 \text{if } |\mathcal{R}| = K \text{ then} \\
13 \quad \text{return } \mathcal{R}; \\
14 \text{end} \\
15 \text{end} \\
16 \text{return } \mathcal{R};
\]

In other words, the importance of a feature depends on both individual fitness and its contribution to individuals. Therefore, given the selected individuals \( \mathcal{R} \), the function \( \text{FeatureSelection}(T, \mathcal{R}) \) takes both these two aspects into account to select features out of the feature set \( T \). It is described in Algorithm 5. It is a weighted majority voting process, in which the selected rules in \( \mathcal{R} \) vote for the features in \( T \). First, the contribution \( \zeta(t, \tilde{r}) \) of each feature \( t \in T \) to each rule \( \tilde{r} \in \mathcal{R} \) is calculated by Eq. (2) developed in [34], where \( \tilde{r}|t = 1 \) stands for the rule obtained by fixing the feature \( t \) to 1 in the rule \( \tilde{r} \) (lines 1–5). For example, \( (\text{PT} + \text{WINQ})/\text{PT} = 1 = (1 + \text{WINQ}) \).

\[
\zeta(t, \tilde{r}) = \text{fit}(\tilde{r}) - \text{fit}(\tilde{r}|t = 1).
\]

Since the fitness is to be minimised, a rule with a smaller fitness should have a larger voting weight. Then, the voting weight of each rule \( \tilde{r} \) is defined as a monotonically decreasing function of its fitness, given by Eqs. (3)–(6).

\[
w(r) = \max \left\{ \frac{g(r) - g_{\text{min}}}{g_{\text{max}} - g_{\text{min}}}, 0 \right\},
\]

\[
g(r) = \frac{1}{1 + \text{fit}(r)},
\]

\[
g_{\text{max}} = \frac{1}{1 + \max\{\text{fit}(r)|r \in \mathcal{R}_{\text{gen}}^s\}},
\]

\[
g_{\text{min}} = \frac{1}{1 + \max\{\text{fit}(r)|r \in \mathcal{R}_{\text{gen}}^s\}},
\]

where \( \mathcal{R}_{\text{gen}}^s \) is the set of the best rules in the population in each generation of the niching-based GP process.

After calculating the voting weights for the rules (lines 6–8), the weighted majority voting process starts. Specifically, a rule \( \tilde{r} \in \mathcal{R} \) votes for a feature \( t \in T \) if \( \zeta(t, \tilde{r}) \) is greater than the contribution threshold \( \epsilon \) (lines 13–15). The contribution threshold is set to a small positive value to prevent selecting
weakly relevant features. Here it is set to $\epsilon = 0.001^1$. Then, a feature $t$ is selected if the total weight voting for it is larger than the total weight not voting for it (lines 17–19).

**Algorithm 5:** $T \leftarrow \text{FeatureSelection}(R)$

```
Input: A selected set of individuals $\tilde{R}$.
Output: The selected terminals $\tilde{T}$.
1 foreach $t \in T$ do
  2 foreach $\tilde{r} \in \tilde{R}$ do
  3 | Calculate the contribution $\zeta(t, \tilde{r})$ by Eq (2);
  4 | end
  5 end
  6 foreach $\tilde{r} \in \tilde{R}$ do
  7 | Calculate $w(\tilde{r})$ by Eqs. (3)–(6);
  8 | end
  9 Set $\tilde{T} \leftarrow \emptyset$;
10 foreach $t \in T$ do
11 | Set the total voted weight $W(t) \leftarrow 0$;
12 | foreach $\tilde{r} \in \tilde{R}$ do
13 | | if $\zeta(t, \tilde{r}) > \epsilon$ then
14 | | | $W(t) \leftarrow W(t) + w(\tilde{r})$;
15 | | end
16 | | if $W(t) \geq (\sum_{\tilde{r} \in R} w(\tilde{r}))/2$ then
17 | | | $\tilde{T} \leftarrow \tilde{T} \cup t$;
18 | | end
19 | end
20 return $\tilde{T}$;
```

**B. Surrogate Model for Fitness Evaluation**

The main computational complexity of GP comes from the fitness evaluation. For evolving dispatching rules using GP, the fitness evaluation is very computationally expensive, as a fitness evaluation requires one or more complex JSS simulations (e.g. 10 machines and 2500 jobs, each with 10 operations). Therefore, it is highly desired to improve the efficiency of fitness evaluation. Surrogate model [24], [54], [58] is a common strategy to this end.

In DJSS, an intuitive surrogate model is to use simplified instances or simulations with fewer jobs and machines. For static JSS, we have demonstrated that under the same or similar ratio between the numbers of jobs and machines, the dispatching rules trained on smaller instances can be reused on larger instances [33]. For DJSS, Nguyen et al. [39] proposed a number of simplified surrogate models for the original simulation model, which have much fewer jobs and machines than the original one. In our work, we adopt the HalfShop surrogate model, since it showed the best evaluation accuracy among all the surrogate models proposed in [39]. Following the settings in [39], the HalfShop surrogate model sets the number of jobs and warmup jobs to 500 and 100 respectively.

Based on the surrogate model, when evaluating each individual $r$ (line 4 in Algorithm 1), the fitness function is defined as follows:

$$fit(r) = \frac{1}{|I_{\text{train}}|} \sum_{I \in I_{\text{train}}} \frac{f(r; HS(I))}{f_{\text{ref}}(HS(I))}$$  \hspace{1cm} (7)

$^1$In preliminary experiment, we have compared different values including 0.001, 0.005, 0.0005, and found no significant difference between them.

where $I_{\text{train}}$ is the training set (simulation replications), $HS(I)$ stands for the HalfShop surrogate model of the simulation $I$. $f(r; HS(I))$ is the objective value (e.g. makespan or tardiness) of the schedule obtained by applying the dispatching rule $r$ to $HS(I)$. $f_{\text{ref}}(I)$ is the reference objective value for training instance $HS(I)$, obtained by the WATC rule, which is an effective dispatching rule to minimise the mean weighted tardiness. The only difference between Eq. (7) and the original fitness function is that each original simulation $I$ is replaced by its HalfShop surrogate model $HS(I)$.

**IV. Experimental Studies**

The configuration of the DJSS simulation used in the experimental studies is described in Table I. It is the same as that in [16] except that the due date factor is set to 1.3 (which has been used in previous studies, e.g. [27]) to generate tighter due dates. For the number of operations per job, missing means that the number of operations for each job is randomly sampled between 2 and 10, while full indicates that the number of operations is 10 for all the jobs.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>#machines</td>
<td>10</td>
</tr>
<tr>
<td>#jobs</td>
<td>2500 for training, 5000 for test</td>
</tr>
<tr>
<td>#warmup jobs</td>
<td>20% of the total number of jobs</td>
</tr>
<tr>
<td>#operations per job</td>
<td>missing, full</td>
</tr>
<tr>
<td>Job arrival process</td>
<td>Poisson process</td>
</tr>
<tr>
<td>Utilisation level</td>
<td>(0.95, 0.8) for training</td>
</tr>
<tr>
<td>Due date</td>
<td>0.95, 0.9, 0.85 and 0.8 for testing</td>
</tr>
<tr>
<td>Eligible machine</td>
<td>Uniform discrete distribution</td>
</tr>
<tr>
<td>Processing time</td>
<td>Uniform discrete distribution between 1 and 49</td>
</tr>
</tbody>
</table>

The training set consists of two utilisation levels (0.95 and 0.8) and two settings of the number of operations (missing and full). Thus, there are 4 different training configurations. We generate only one replication for each configuration, but change the random seed for generating the replications in each generation of the GP process to improve the generalisability of the rules. Therefore, 4 training instances are used for evaluating the rules. For the sake of convenience, the training set is called the H2010 set, which is the same as that used by Hildebrandt et al. in 2010 [16]. For testing the evolved rules, we use 8 test sets with different job shop scenarios (4 utilisation levels × 2 configurations on the number of operations, i.e. missing and full). For each test set, 20 random replications were generated independently. The 8 test sets can well represent a wide range of dynamic job shop scenarios.

In the experiment, the objective is set to minimising the mean weighted tardiness.

**A. Parameter Settings of Genetic Programming**

First, the terminal set of GP is to be determined. An overview of the promising features is given in [4]. For the basic JSS model considered in this study, we selected 16 commonly used features, which are listed in Table II.
experiments, we tested the following finer control of the diverse set of individuals. Specifically, with decrease of $\kappa$, the protected division, which returns 1 if the denominator is 0. The ifte function takes three arguments $a$, $b$, and $c$ in order. If $a > 0$, then it returns $b$. Otherwise, it returns $c$.

The parameter setting of GP is given in Table III. Most parameters take the standard values in this field [6], [34] and also GP research [53]. The algorithm was implemented by ECJ [29].

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>popsize</td>
<td>Population size</td>
<td>1024</td>
</tr>
<tr>
<td>depth</td>
<td>Maximal depth</td>
<td>8</td>
</tr>
<tr>
<td>$Pr_c$</td>
<td>Crossover rate</td>
<td>0.85</td>
</tr>
<tr>
<td>$Pr_m$</td>
<td>Mutation rate</td>
<td>0.1</td>
</tr>
<tr>
<td>$Pr_r$</td>
<td>Reproduction rate</td>
<td>0.05</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of generations</td>
<td>51</td>
</tr>
</tbody>
</table>

B. Parameter Analysis for Feature Selection

NiSuFS employs the niching technique, more specifically the clearing method [41]. Therefore, its performance depends on the two parameters $\sigma$ (radius) and $\kappa$ (capacity) of Clearing(). In addition, $\sigma$ is also used in Algorithm 4 to find the best diverse set. These two parameters interact with each other, and determine the balance between convergence and diversity of the population in Algorithm 1. The population will become more diverse with the increase of $\sigma$ and the decrease of $\kappa$. In the experiments, we fix $\kappa = 1$ to have a finer control of the diverse set of individuals. Specifically, with $\kappa = 1$, we can ensure that for each individual in the diverse set, no other individual is within the radius $\sigma$ around it. It has also been demonstrated that $\kappa = 1$ can reach more peaks [41]. Then, we compared between different $\sigma$ values. In the experiments, we tested the following $\sigma$ values:

- $\sigma = 0$: For each considered individual, all the remaining individuals with zero distance (i.e., “clones”) are cleared;
- $\sigma = 1$: For each considered individual, all the remaining individuals with distance of 1 are cleared;
- $\sigma = 5$: For each considered individual, all the remaining individuals with distance of 5 are cleared.

For each of the three $\sigma$ value, we conducted 30 independent runs of GP (with the parameter settings given in Table III and the terminal set given in Table II) on both the original H2010 training set and the HalfShop surrogate model of the H2010 training set. As a result, we obtained 6 sets of results ($3 \times 2$ training sets).

Figs. 3 and 4 show the distribution of the fitness of the 30 selected individuals in Algorithm 1 with $\kappa = 1$ and different $\sigma$ values in 30 independent runs. In Fig. 3, the training set is the original H2010 set. In Fig. 4, the training set is the half-shop surrogate model of the H2010 set.

From Fig. 3, it can be seen that when using the original H2010 training set, both the mean and standard deviation of the distribution of the fitnesses increase with the increase of $\sigma$. This implies that if $\sigma$ is larger, then the selected individuals are more diversely distributed. This is consistent with our expectation, as a larger $\sigma$ value indicates more bias to diversity, and thus a larger standard deviation in the distribution of the fitnesses. However, the search tends to be less capable of refining the promising regions and finding better solutions. As a result, the GP obtained much worse fitness values with $\sigma = 5$ than with $\sigma = 0$ and $\sigma = 1$. Note that when $\sigma = 0$, the 30 selected individuals have very similar fitness values (e.g. reflected by the small standard deviations in runs 8, 13, 14 and 15). This indicates that the selected individuals may not be diverse enough and the resultant feature selection may be too biased.

Fig. 4 shows similar patterns as Fig. 3. As $\sigma$ increases, both the mean and standard deviation of the distribution of the fitnesses increase. One can see that when using the HalfShop surrogate training set, the selected individuals seems to be more diversely distributed (with a larger standard deviation), especially for $\sigma = 0$ and $\sigma = 1$.

Given the distributions of the selected individuals, it is important to know how these different distributions affect the results of feature selection, which is the ultimate goal of this work. To this end, we plot the feature selection results of Algorithm 1 with different $\sigma$ values for both using the original training set and using the HalfShop surrogate training set in Figs. 5 and 6. Each figure includes three matrices, each corresponding to the results obtained by one $\sigma$ value (0, 1 or 5). In each matrix, each row indicates a run (from 1 to 30), and each column represents a feature (details given in Table II). If a feature $X$ is selected in the $i$th run, then we draw a point in the location corresponding to the feature $X$ and the $i$th run.

From Figs. 5 and 6, one can see that the 6 feature selection results are similar to each other (especially the results obtained by $\sigma = 0$ and $\sigma = 1$). To be more specific, we have the following observations:

- In all the 6 matrix plots, PT and W were selected in all the 30 runs. This is consistent with our domain knowledge.

### Table II

The 16 commonly used features selected in the terminal set of GP.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOW</td>
<td>The current time.</td>
</tr>
<tr>
<td>NOIQ</td>
<td>Number of operations in the current queue.</td>
</tr>
<tr>
<td>WIQ</td>
<td>Work in the current queue.</td>
</tr>
<tr>
<td>MRT</td>
<td>Ready time of the machine.</td>
</tr>
<tr>
<td>PT</td>
<td>Processing time of the operation.</td>
</tr>
<tr>
<td>NOPT</td>
<td>Processing time of the next operation.</td>
</tr>
<tr>
<td>ORT</td>
<td>Ready time of the operation.</td>
</tr>
<tr>
<td>NMRT</td>
<td>Ready time of the next machine.</td>
</tr>
<tr>
<td>WKR</td>
<td>Work remaining (including the current operation).</td>
</tr>
<tr>
<td>NOR</td>
<td>Number of operations remaining.</td>
</tr>
<tr>
<td>WINQ</td>
<td>Work in the next queue.</td>
</tr>
<tr>
<td>NOIHQ</td>
<td>Number of operations in the current queue.</td>
</tr>
<tr>
<td>FDD</td>
<td>Flow due date of the operation.</td>
</tr>
<tr>
<td>DD</td>
<td>Due date of the job.</td>
</tr>
<tr>
<td>W</td>
<td>Weight of the job.</td>
</tr>
<tr>
<td>AT</td>
<td>Arrival time of the job.</td>
</tr>
</tbody>
</table>

### Table III

The parameter setting of GP.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>popsize</td>
<td>Population size</td>
<td>1024</td>
</tr>
<tr>
<td>depth</td>
<td>Maximal depth</td>
<td>8</td>
</tr>
<tr>
<td>$Pr_c$</td>
<td>Crossover rate</td>
<td>0.85</td>
</tr>
<tr>
<td>$Pr_m$</td>
<td>Mutation rate</td>
<td>0.1</td>
</tr>
<tr>
<td>$Pr_r$</td>
<td>Reproduction rate</td>
<td>0.05</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of generations</td>
<td>51</td>
</tr>
</tbody>
</table>
that PT and W are extremely important features to minimise the mean weighted tardiness.

- In all the 6 matrix plots, WINQ and NOINQ were selected in most runs. Furthermore, in all the runs, at least one of WINQ and NOINQ are selected. This implies that

- The feature NOPT was selected in most runs (more than 70% of the time), especially when \( \sigma = 1 \). This shows that

the workload information (total processing time and/or number of operations) in the next queue is very important to minimise the mean weighted tardiness.
NiSuFS is an important feature for minimising the mean weighted tardiness.

- MRT, NMRT, FDD and DD were not selected in most runs, indicating that they may be redundant or irrelevant for minimising the mean weighted tardiness. The elimination of DD looks counter-intuitive, since DD seems to be closely related to tardiness. However, this actually makes sense considering the configuration of the experiments, in which the due date factor is so tight that almost all the jobs are tardy. With such a tight due date factor, the problem becomes completing the jobs, especially those with higher weights, as soon as possible. In this situation, minimising the mean weighted tardiness is nearly reduced to minimising the mean weighted flowtime, where DD is actually irrelevant. This is consistent with the findings in [38], [50], where the best rules for minimising mean tardiness are 2PT+WINQ+NPT and 2PT+LWKR+FDD, which do not have due date information. The results clearly show the advantage of the NiSuFS, as it can identify DD as an unimportant feature in this particular case, while humans tend to include DD due to a wrong intuition that it is always important in minimising tardiness.

- It is not very clear whether the remaining features (NOW, NOIQ, WIQ, ORT, WKR, NOR, AT) are important or not.

Overall, Figs. 5 and 6 show that using the HalfShop surrogate model in fitness evaluation can maintain a very high accuracy in terms of feature selection, and the results are not sensitive to the parameter settings, at least when \( \sigma \) is not too large. This verifies the efficacy of NiSuFS.

On average, NiSuFS selected 7.73, 7.50 and 7.17 features for \( \sigma = 0 \), \( \sigma = 1 \) and \( \sigma = 5 \) respectively, which are much smaller than the original feature set consisting of 16 features.

In the subsequent experiments, we choose the feature selection results obtained by \( \sigma = 1 \) for NiSuFS. The reason for selecting \( \sigma = 1 \) is that from Fig. 6, it is observed that NOPT, which is known to be an important feature based on our prior knowledge, was selected more often with \( \sigma = 1 \) than with other \( \sigma \) values.

### C. Efficiency

Since one of the major goals of this paper is to improve the efficiency of the feature selection, it is important to analyse the computation time. Table IV gives the mean and standard deviation of the computational time of the 30 independent runs of the standard GP and the feature selection algorithm 1 with the original training set and the HalfShop surrogate training set.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Time (second) mean (std)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard GP</td>
<td>8449.32 (863.55)</td>
</tr>
<tr>
<td>Algorithm 1 + Original</td>
<td>8767.96 (629.15)</td>
</tr>
<tr>
<td>Algorithm 1 + Surrogate (NiSuFS)</td>
<td>740.74 (43.80)</td>
</tr>
</tbody>
</table>

From the table, it is clear that Algorithm 1 with the original training set has similar computational time as the standard GP. This implies that the niching component (line 5 of Algorithm 1) does not significantly increase the computational time of GP. The computational time of Algorithm 1 with the surrogate training set is much smaller than (less than 10% of) that of both other algorithms. This is consistent with our expectation. In the original training set, a full job shop has 2500 jobs, each with 10 operations. Therefore, there are \( 2500 \times 10 = 25000 \) decision points, each for an operation. In the HalfShop surrogate model, a full job shop consists of only 500 jobs, each with 5 operations. This leads to \( 500 \times 5 = 2500 \) decision points. In addition, at each decision point, the queue in the surrogate model tends to be shorter than that in the original model. Therefore, the fitness evaluation when using the HalfShop surrogate model is expected to take less 10% computational time of that when using the original model.

### D. Quality of Selected Features – Test Performance

In this sub-section, we investigate the effectiveness of NiSuFS in terms of the quality of the selected feature sets. First
we obtain the 30 feature sets selected by the 30 independent runs of NiSuFS. For the sake of convenience, these feature sets are denoted as FS\(x\) \((x = 1, \ldots, 30)\) hereafter. Then, for each feature set FS\(x\), its quality is evaluated by the test performance of the dispatching rules evolved by GP using FS\(x\) as the terminal set. To this end, for each FS\(x\), 30 independent runs of the standard GP (parameter settings given in Table III) are carried out on the H2010 training set. Then the test performance of the 30 evolved rules are evaluated and compared with the rules evolved by GP with the compared feature sets.

To verify the effectiveness of NiSuFS as a feature selection algorithm, a fair comparison should be with other feature selection algorithms. However, there is no existing practical feature selection algorithm for evolving dispatching rules so far. The only feature selection algorithm proposed in [34] is too time consuming (70 hours even when running on power i7 CPUs) and thus impractical. In this case, we compare with the following two feature sets rather than feature selection algorithms:

- The entire feature set given in Table II, denoted as “All”. The entire feature set can be seen as a baseline feature set.
- The best-so-far feature set \(\{\text{MRT, PT, NOPT, WINQ, NOINQ, W}\}\) that was preselected in [34], denoted as “BSF”.

Note that additional 740 seconds (shown in Table IV) are required to obtain the feature sets by NiSuFS, which is around the computational time of 4 GP generations. To make a fair comparison, we give 55 generations to the GP with “All”, and 51 generations to the GP with the FS\(x\)’s, so that they will have comparable computational time.

Fig. 7 shows the boxplots of the test performance of the rules evolved by GP (in 30 independent runs) using all the features (“All”), the best-so-far feature set (“BSF”), and the 30 feature sets selected by NiSuFS on the 8 test sets. For each test set and each feature set selected by NiSuFS, the Wilcoxon rank sum test was conducted to compare with “All” and “BSF” under significance level of 0.05. Given that the result of “BSF” is significantly better than that of “All”, we fill the boxplots in Fig. 7 based on the two tests as follows:

- If the result of a feature set is significantly worse than that of “All”, then the boxplot is filled in red;
- If there is no statistical difference between the results of a feature set and of “All”, then the boxplot is filled in white (“All” is filled in white);
- If the result of a feature set is significantly better than that of “All”, then
  - if it is significantly worse than that of “BSF”, then the boxplot is filled in orange;
  - if there is no statistical difference between the results of a feature set and of “BSF”, then the boxplot is filled in blue (“BSF” is filled in blue);
  - if it is significantly better than that of “BSF”, then the boxplot is filled in green.

From Fig. 7, we have the following observations:

- About 15 to 20 of the 30 feature sets showed significantly better test performances than “All” (the boxplots in orange, blue and green), especially when the utilisation level is high. Almost all the feature sets performed no worse than “All” statistically. In other words, NiSuFS can select much better feature sets than the entire feature set in most cases, and can almost guarantee to select feature sets that are not significantly worse than the entire feature set.
- Only 7 out of the total 30 feature sets (FS10, FS14, FS17, FS20, FS22, FS27 and FS29) showed significantly worse test performances than “All” on part of the test sets (the red boxplots). When looking into the details, it is found that these 7 feature sets missed at least one important feature (e.g. FS10, FS14, FS17, FS20, FS22 and FS29 missed NOPT, and FS27 missed WINQ). This shows the importance of keeping all the important features, although challenging, while removing the redundant/irrelevant features.
- At least half of the 30 feature sets performed significantly better than or the same as the best-so-far feature set “BSF” (the blue and green boxplots). This indicates that NiSuFS can often select very promising feature sets (at least the same as the best-so-far feature set).
- There are 2 to 5 feature sets that significantly outperformed “BSF” (the green boxplots) in almost all cases (except for 0.95-missing). In other words, NiSuFS managed to find better feature sets than the best-so-far feature set \(\{\text{MRT, PT, NOPT, WINQ, NOINQ, W}\}\) for minimising the mean weighted tardiness.

Fig. 8 shows the computational time of the GP with “All” (55 generations), “BSF” (51 generations) and the 30 feature sets (51 generations) plus the time for NiSuFS. Wilcoxon rank sum test was conducted between the computational time of each feature set and that of “All”. If a feature set has a significantly shorter computation time (under significance level of 0.05), then the boxplot is filled in green. If there is no statistical difference between the two computational times, then the boxplot is filled in white.

From Fig. 8, it can be seen that the computational time of the GP with the selected feature sets (51 generation) plus the feature selection time is at least statistically the same as the computational time of the GP with “All” (55 generations).

In summary, Figs. 7 and 8 show that NiSuFS can help GP evolve significantly better rules within similar or even shorter computational time.

V. FURTHER ANALYSIS

A. Generalisability

First, we investigate the effect of the selected feature set on the generalisation of the dispatching rules evolved by GP. To this end, we plot the training and test performances of the dispatching rules evolved by 30 independent runs of GP with different feature sets in Fig. 9. Here, we select (a) the entire feature set “All”, (b) the feature set preselected in [34], and (c) the feature sets FS10, FS16, FS21 and FS28 selected by NiSuFS. FS10 is a representative poor feature set that does
not select the feature NOPT. FS16, FS21 and FS28 represent three promising feature sets that included all the important features (i.e. PT, NOPT, WINQ, NOINQ and W), and achieved significantly better test performances than “BSF” on some test sets. However, they have different selected features. For the sake of convenience, the elements in these feature sets are given below:

- “BSF” = {MRT, PT, NOPT, WINQ, NOINQ, W},
- FS10 = {WIQ, PT, WINQ, NOINQ, DD, W, AT},
- FS16 = {PT, NOPT, WINQ, NOINQ, W},
- FS21 = {PT, NOPT, WKR, NOR, WINQ, NOINQ, W},
- FS28 = {NOIQ, WIQ, PT, NOPT, WINQ, NOINQ, W}.

In other words, based on FS16, “BSF” has an additional feature MRT. FS21 has two additional features {WKR, NOR}, and FS28 has two additional features {NOIQ, WIQ}.

Note that we changed the random seed for the training simulations in each generation, and set different maximal number of generations for “All” (55 generations) and other feature sets (51 generations). To eliminate the effect of different training simulations on the training performance, we use the training performance in generation 51 for all the feature sets.

From Fig. 9, we can have the following observations:

- For all the selected feature sets, there is a strong positive correlation between the training and test performances of the dispatching rules. That is, given the same feature set, the rule with a better training performance tends to perform better on the test sets.
- Compared to other feature sets, the rules obtained by “All” have larger standard deviations in their training and test performances. This demonstrates that a larger feature set with redundant/relevant features makes it harder for GP to search in the larger search space, and thus less capable of finding promising regions.
- FS16, FS21 and FS28 and “BSF” have much better training and test performances than “All” (their results are located towards the bottom-left areas). The training and test performances of FS10 are much worse than that of “All” (located towards the top-right areas) due to the lack of NOPT in the terminal set.
- Compared to “BSF”, FS16 achieved both better training and test performances, as well as better generalisability, i.e. smaller difference between training and test performances. Note that the only difference between FS16
and “BSF” is that FS16 removes the feature MRT from “BSF”. This demonstrates that MRT might be redundant given the feature set \{PT, NOPT, WINQ, NOINQ, W\}. Moreover, it shows that even a slight modification of the terminal set can significantly affect the search effectiveness of GP and the generalisability of the evolved dispatching rules.

- Although FS21 obtained slightly better training performance than FS16, its generalisability is much worse than that of FS16. The difference between the training and test performances is much larger for FS21 than for FS16, especially when the training performance is extremely good (the most left areas). Compared to FS16, FS21 has two extra features WKR and NOR, which are both related to the work remaining (total processing time and number of operations). These two features might be useful in minimising the mean weighted tardiness (more than 20 runs selected at least one of them according to Fig. 6). However, a larger feature set tends to result in more complex dispatching rules, and thus worse generalisability.

- FS28 showed similar generalisability and test performance as that of FS16, which are better than FS21. However, it has two outliers on the top-right side, with much worse training and test performances. This indicates that the additional NOIQ and WIQ features may not provide extra useful information, but may mislead GP to poor local optima sometimes.

### B. Feature Selection vs Training Performance

Fig. 9 shows a strong correlation between the training and test performances. Here we conduct further analysis to investigate the relationship between feature selection and training performance.

First we focus on the training curves. Fig. 10 shows the training curves of GP using feature sets of “All”, “BSF”, FS10, FS16, FS21 and FS28 (note that “All” has 55 generations). From the figure, one can see that during the early stage of GP (before the 10th generation), the GP with “All” converged more slowly than the GPs with other feature sets. This demonstrates the efficacy of using smaller feature sets in improving convergence speed. Then, the disadvantage of not including NOPT in the terminal set became more obvious, and the GP with FS10 started to be stuck in poor local optima. It was finally outperformed by the GP with “All”. On the other hand, the GPs with “BSF”, FS16, FS21 and FS28 continued to improve, and finally achieved much better training performances than the GP with “All”. This shows that these more compact feature sets led to both faster convergence speed and better final results.

Then, for each feature, we investigate the relationship between whether it is selected in the terminal set and the resultant training performance of GP. Fig. 11 shows the distributions of the training performances of the 30 independent runs of GP, categorised by whether each feature is selected or not.

From Fig. 11, it is obvious that when NOPT is not selected, the training performance is much worse than when it is selected. Similar (but less obvious) phenomena can be found for NOR and WKR, indicating that these two features are likely to be important features. On the other hand, for AT, DD, FDD, MRT, NMRT, NOIQ, NOW, ORT and WIQ, the best training performance can be achieved without selecting them. Therefore, they tend to be redundant given the remaining features (i.e. NOINQ, NOPT, NOR, PT, W, WINQ, WKR).

### C. Program Size

Fig. 12 shows the program size (number of nodes) of the best individual in each generation of the GPs with “All”, “BSF”, FS10, FS16, FS21 and FS28. From the figure, one can hardly distinguish the effect of different feature sets on the program size of the best individual. We expect more compact
and more understandable rules, we need more sophisticated
regardless of the terminal set of GP. In order to evolve shorter
protect its truly useful building blocks from being destroyed
individuals need a large fraction of redundant branches to
obtain simpler and shorter rules. However, this phenomenon
feature sets (e.g. FS16, FS21, FS28 and “BSF”) to help GP
obtain simpler and shorter rules. However, this phenomenon
is not obvious from Fig. 12. The reason may be that GP
individuals need a large fraction of redundant branches to
protect its truly useful building blocks from being destroyed
regardless of the terminal set of GP. In order to evolve shorter
and more understandable rules, we need more sophisticated
search process such as grammar-based GP. We will do more

determination on this direction in our future work.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we proposed the first practical feature
selection algorithm to evolve dispatching rules for JSS with
GP. So far, there is only one existing feature selection algo-
rithm [34], which is computationally impractical (70 hours on
power CPUs). The proposed feature selection algorithm, called
NiSuFS, employs a niching-based GP framework to obtain
a diverse set of good rules efficiently. In addition, it uses a
surrogate model to significantly decrease the complexity of the
fitness evaluation. The efficacy of NiSuFS is demonstrated by
the experimental studies on the H2010 DJSS simulation [16]
that minimises the mean weighted tardiness. NiSuFS is shown to
be very efficient (only take less than 10% of the standard
GP training time to obtain the selected features). Furthermore,
the quality of the feature sets obtained by NiSuFS is verified.
It has been demonstrated that about half of the feature sets
selected by NiSuFS can help GP evolve significantly better
rules than using the entire feature set within similar or even
shorter computational time. Almost 66%(2/3) of the selected
features are statistically no worse than the best-so-far “BSF”
feature set (\{MRT, PT, NOPT, WINQ, NOINQ, W\}) in terms
of the test performance of the rules evolved by GP by using
that feature set as terminals. Moreover, NiSuFS managed to
determine feature sets (e.g. \{PT, NOPT, WINQ, NOINQ, W\}
and \{PT, NOPT, WKR, NOR, WINQ, NOINQ, W\}) that are
significantly better than the best-so-far “BSF” feature set.

Further analysis shows that a better feature set than “BSF”
can lead to both better test performance and generalisation
(difference between training and test performances) of the
rules evolved by GP, as well as a consistently better con-
vergence curve. In other words, GP can achieve both faster
convergence speed and better final solution than “BSF” when using a better feature set (e.g. {PT, NOPT, WINQ, NOINQ, W}). Finally, we observed that simply using a more compact feature set cannot effectively reduce the program size and complexity of the evolved rules.

In the future, more investigations will be conducted on further improving the accuracy of the feature selection. NiSuFS sometimes failed to identify all the important features (e.g. NOPT and WINQ in the experimental studies), and the corresponding selected feature set led to a significantly worse performance than other selected feature sets (and the best-so-far “BSF” set). A possible future direction is to transform the output of feature selection from binary values (select or not) to the probability of selecting each feature in the terminal set. Then, one can adaptively change the terminal set according to the individuals in the current population. In addition, we will verify our feature selection method on more job shop scenarios with other objectives (e.g. makespan and total flowtime).
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