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ABSTRACT
Web services have become increasingly popular in recent years, given their modular nature and reusability potential. A particularly promising application is in Web service composition, where multiple individual services with specific functionalities are composed to accomplish a more complex task. Researchers have successfully proposed evolutionary computing techniques for creating service compositions that are not only feasible, but also have the best possible Quality of Service (QoS). Some of these previous works employed multi-objective techniques to tackle the optimisation of compositions with conflicting QoS attributes, but they are not fully automated, i.e. they assume the composition workflow structure is already known. This assumption is often not satisfied, as the workflow is often unknown. This paper proposes a genetic programming-based method to automatically generate fully automated service compositions in a multi-objective context, based on a novel fragmented tree representation. An evaluation using benchmark datasets is carried out, comparing existing methods adapted to the multi-objective composition problem. Results show that the fragmented method has the lowest execution time overall. In terms of quality, its Pareto fronts are equivalent to those of one of the approaches but inferior to those of the other. More importantly, this work provides a foundation for the future investigation of multi-objective fully automated service composition approaches.
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1 INTRODUCTION

Web services, which are software modules offering specific operations and data over a network [1], have recently become a popular method for structuring applications, in what is known as Service-Oriented Architecture (SOA) [27]. The idea of this paradigm is to create reusable modules that can be incorporated into new applications, thus liberating developers from rewriting already existing code. A natural consequence of this idea is to create applications entirely by combining a set of services into an execution workflow, in what is known as Web service composition [16]. Significant research has been conducted on the creation of systems to compose services in an automated way, with evolutionary computing (EC) approaches showing particular promise [4, 21]. One of the advantages of EC is that it supports the creation of compositions where Quality of Service (QoS) [15] aspects of services are also taken into account.

The EC approaches to Web service composition can be divided into two groups, depending on whether single-objective or multi-objective optimisation techniques are used. In single-objective composition approaches, techniques such as genetic programming (GP) enable the creation of compositions with varying structures, without the need for prior knowledge concerning the overall structure of the workflow [13, 18]. This flexible mode of operation is known in the field as fully automated composition [17]. The limitation of these approaches is that they assume that users have optimisation preferences regarding certain QoS attributes, and provide a single solution based on the aggregation of conflicting QoS values. However, users often do not have preferences before being presented with a series of options to choose from. Multi-objective
composition approaches [20, 24], on the other hand, are naturally suited to handling the optimisation of service compositions with conflicting QoS attributes, and can produce a set of trade-off solutions for users to choose from. However, the works in this area assume that the overall structure of the composition workflow is already known, leaving the optimisation technique purely in charge of selecting the best possible service to fulfil each functionality component. Approaches that require an abstract composition workflow are commonly referred to as semi-automated [17].

The goal of this paper is to propose the first GP-based multi-objective Web service composition approach that not only tackles the optimisation of conflicting QoS attributes, but also supports the creation of service workflows in a fully automated manner. In order to reach this goal, two objectives are accomplished in this work. Firstly, a novel service composition representation that uses a fragmented tree is proposed, and corresponding genetic operators are designed. Secondly, a new multi-objective method for Web service composition is developed using the new representation and NSGA-II [8]. This method enables service compositions to be optimised in an efficient manner. We examine the effectiveness of the new approach by comparing it with state-of-the-art composition methods using WSC-2008 and WSC-2009, which are well-known service composition benchmark datasets [3, 9].

2 BACKGROUND

2.1 Problem Description

The key idea of Web service composition is to allow a user to send a composition request of an application to be built, then have a system automatically produce it from a set of pre-existing functionality blocks. A composition request is represented as \( R = (\text{input}(R), \text{output}(R)) \), where \( \text{input}(R) \) denotes the inputs that will be initially available to run the composition, and \( \text{output}(R) \) denotes the outputs the composition is expected to produce after complete execution. The functionality blocks used by the composition are known as Web services, and they require a set of inputs in order to run, produce a set of outputs once finished, and operate at a certain QoS level. A service is represented as \( S = (\text{input}(S), \text{output}(S), \{q_1, \ldots, q_n\}) \), where \( q_1, \ldots, q_n \) are the QoS attributes associated with the service. The set of accessible services is maintained in a service repository \( SR = \{S_1, \ldots, S_k\} \), which contains \( k \) services. During the composition process, the services with appropriate functionality are selected from \( SR \) and combined in order to produce \( \text{output}(R) \), using \( \text{input}(R) \) as the starting point. The objective is to create a composition that displays the best possible overall QoS attributes, which are optimised according to a set of objective functions \( f_1, \ldots, f_n \), where each function corresponds to one quality attribute. The resulting compositions should be functionally correct, meaning that they can be fully executed given the available \( \text{input}(R) \) and produce the required \( \text{output}(R) \). Three constraints must be met in order for a composition, conceptualised here as a graph with a special start service \( S_s \) and a special end service \( S_e \), to be considered functionally correct:

1. \( S_s \) and \( S_e \) are included in the composition as the first and last services, respectively.
2. \( S_s \) requires no inputs and produces the composition request inputs as its outputs, i.e. \( \text{output}(S_s) = \text{input}(R) \).
3. The inputs of \( S_e \) are the composition request outputs, i.e. \( \text{input}(S_e) = \text{output}(R) \), and \( S_e \) produces no outputs.
4. The inputs of all other services in the composition must be completely satisfied by the outputs of predecessors, which are previous services in the composition workflow that already have their inputs satisfied.

An example of a functionally correct Web service composition is shown in Figure 1, which depicts a widely discussed travel planning scenario [25, 26]. The composition request provides information about a customer’s trip with the objective of creating a composition that produces the expected flight and accommodation bookings.

![Figure 1: Example of a solution to a Web service composition task (adapted from [6]).](image)

2.2 QoS and Composition Constructs

Web service compositions must not only be functionally correct, but must also perform at the highest possible quality level. Four attributes have been commonly used in the literature [21] to measure the QoS of services: availability (A), which is the probability that a service will be able to respond to a request at any given time; reliability (R), which is the probability that a service’s response is consistent; time (T), which measures the time a service takes to produce a response; cost (C), which is the financial cost of executing a service. The overall QoS for a composition is calculated according to the QoS values of the individual services within it and the structure of the workflow. In this paper, two workflow constructs are considered, both supported by composition languages [22].

2.2.1 Sequence Construct. Services in this construct are chained together so that the outputs of the preceding service fulfill the inputs of the next one, as shown in Figure 2. The overall A and R probabilities are calculated by multiplying the individual values associated with each service in the construct, and the overall T and C are calculated by adding up the individual values.

2.2.2 Parallel Construct. As shown in Figure 3, services in this construct are independently executed, consequently having their inputs independently fulfilled and their outputs independently produced. A, R, and C are calculated using the same strategy as the sequence construct. T, on the other hand, is simply the time of
workflows in a distributed fashion [19]. While these approaches
Agent-based techniques have been proposed to plan composition
As services are executed in parallel, this gives all other services
(modified to handle a MO search space). The approaches discussed
above do not address conflicting QoS attributes, and instead they only support semi-automated Web service composition and thus cannot be used to identify promising workflow structures.

There are two candidate representations that are especially suitable to performing fully automated Web service composition. The first representation is a tree [2, 18], which can be directly used in conjunction with GP. In this representation, the inner nodes of the tree typically contain the composition constructs used in the workflow, while the leaf nodes contain the atomic services that have been included in the composition. The advantage of the tree representation is that it can be evolved using standard GP operators, but problems with slow convergence have been reported for unconstrained population-based composition methods [14]. The second representation is a graph [6], where nodes contain atomic services and composition constructs are implicitly defined by the structure of the graph. This representation facilitates the checking of dependencies between services when performing constrained optimisation, but it requires complex genetic operators for updating the candidates. These shortcomings motivate the investigation of a new representation in GP for fully automated composition.

3 A NEW GP APPROACH WITH FRAGMENTED TREE REPRESENTATION

The novel Web service composition representation proposed in this work structures individuals as a series of fragments, where each fragment records the predecessors of a service in the composition. A fragment is identified by its root service, which is the service that receives incoming edges. The fragmented tree representation may be thought of as a series of pieces to be connected, where the predecessor service \( S_n \) of a fragment can be replaced by the fragment where \( S_n \) is the root. A complete composition workflow is produced once all pieces have been connected. One advantage of organising individuals in this fashion is that it facilitates the process of performing genetic operations on them, since updates can easily be applied to individual fragments. Another benefit of this fragmented representation is that it prevents services from being replicated throughout the candidate, which reduces the space complexity in scenarios with larger composition workflows [13]. Finally, the flexibility of this representation aids in the exploration of different workflow structures, which is ideal for the fully automated composition process. Figure 4 shows how the previously discussed composition example, which was displayed as a workflow in Figure 1, is represented using a fragmented tree. The original composition workflow has four nodes, therefore four fragments are created, each containing information on the root service’s predecessors. For the end node, the outputs of two services (FlightBooking...
and HotelBooking) are necessary to fulfil its set of outputs, so two predecessors are included. Likewise, HotelBooking requires outputs from two sources (FlightBooking and the start node), so it also has two predecessors. FlightBooking can be executed solely using outputs from the start node, so it has a single predecessor. The start node has no predecessors, therefore the corresponding fragment only contains a root node. The following subsections describe the generation of candidates, the genetic operators, and the interpretation of solutions using this representation.

![Figure 4: Example of a composition in the fragmented representation (root services are accentuated).](image)

### 3.1 Layer Identification and Candidate Initialisation

Before generating candidates, this representation requires the service repository to be preprocessed once. This is done in order to identify the composition layer of a service, which measures the minimum distance that a service will have from the start node of a composition. In the composition shown in Figure 1, for example, the FlightBooking service belongs to layer 1, since its inputs can be entirely fulfilled by the outputs of the start node. The HotelBooking service, on the other hand, belongs to layer 2, since it requires the output of a service from layer 1 in order to be executed. Algorithm 1 shows the steps used to determine the composition layers for the services in the repository. The algorithm begins by initializing a search set with the composition request inputs. Then, the group of services whose outputs can be satisfied by the search set contents is discovered. This process is repeated until no new services are discovered, each time recording the current layer number and updating the search set.

Once this preprocessing step has taken place, new composition candidates can be generated. This is accomplished by employing Algorithm 2, providing the end service and an empty set of fragments as inputs. This algorithm begins by creating a queue of services for which fragments should be created, initially containing only $S_i$. It then processes the services in the queue, repeatedly creating fragments for them as required. When creating the fragment for a service $S_j$, it is necessary to identify a set of suitable service predecessors. This is done by finding services whose layers precede $S_j$’s layer (immediately or otherwise), then selecting a subset of these services whose outputs fulfil $S_j$’s inputs. The predecessors are then connected to the root and also added to the queue for processing, and this completes the fragment creation process. The algorithm will continue until comes across instances of the start service, at which point no further predecessors are required. Finally, the updated set of fragments is returned.

### 3.2 Mutation and Crossover

The genetic operators used during the evolutionary process must ensure that the functional correctness of candidates is maintained throughout the run. For the mutation operator, this is done by employing the same algorithm used during the initialisation to regenerate the chosen fragments. More specifically, the mutation begins by randomly selecting a fragment with a root service $S_n$ to be modified (excluding the start and end fragments). Then, the chosen fragment is removed from the individual, and Algorithm 2 is run with $S_n$ and the individual’s set of fragments as the input. The algorithm will add a newly generated fragment for $S_n$, and also any other fragments that are required as a consequence of that. Figure 5 shows a mutation example for fragment 8 of a candidate. Algorithm 2 is invoked and it generates a new fragment for service 8, this time listing service 5 as the only predecessor. The existing set does not include a fragment for service 5, so the algorithm also creates fragment 5 with the start node as the predecessor. This concludes the mutation process. Fragment 7 is no longer useful.

---

**Algorithm 1: Steps of the layer identification process [7].**

**Input**: $input(R), output(R), SR$  
**Output**: $Updated set of fragments$  
1. Initialise search set with $input(R)$;  
2. Set layer counter to 1;  
3. Discover services satisfied by search set;  
4. while at least one service discovered do  
5. Set services’ layer number with counter value;  
6. Add the outputs of these services to the search set;  
7. Discover additional services satisfied by the updated search set;  
8. Increment layer counter;  

**Algorithm 2: Initialisation of a service composition.**

**Input**: Root service $S_i$, Set of fragments  
**Output**: Updated set of fragments  
1. Add start $S_a$ fragment to set, if not already there;  
2. Create service queue, and put $S_i$ in it;  
3. while queue is not empty do  
4. Remove next service $S_j$ from queue;  
5. if no fragment exists in set for $S_j$ then  
6. Find a random set of predecessor services that satisfy $S_j$;  
7. Create a fragment for $S_j$ using predecessors;  
8. Add $S_j$ fragment to set;  
9. Add predecessors of $S_j$ to queue;  
10. return Set of fragments
after these modifications, as no other fragments contain service 7 as a predecessor. Thus, that fragment is removed from the set.

![Fragment-based GP for Fully Automated Multi-Objective Web Service Composition](image)

The crossover operation begins by randomly identifying a fragment root that is contained in both candidates, then it swaps the corresponding fragments between them. For each candidate, a check is performed to verify whether the newly introduced fragment contains predecessors that have no corresponding fragment of their own in the candidate. If that is the case, the fragment is copied from the other candidate. The check described above is repeated for each newly added fragment, and the process continues until each predecessor has a matching fragment of its own in the candidate. An example of a crossover operation is shown in Figure 6, where fragment 4 is selected as the starting point. After making the initial swap, both candidates are checked for missing fragments. Child 1 has a missing fragment 3, so that is copied over from parent 2. Likewise, child 2 has missing fragments 1 and 2, which are copied over from parent 1. Both children are functionally correct after the check, and contain some fragments that have now become useless. These are removed from the offspring.

3.3 Fragment-based MO Method

The second objective of this work is to investigate the use of the Fragmented tree representation proposed in the previous section for the creation of a fully automated composition method in a multi-objective context. NSGA-II was chosen as the multi-objective optimisation strategy because it has been employed for multi-objective Web service composition before [23], though never the fully automated kind. Algorithm 3 shows the general steps of the proposed method. This method utilises two independent objective functions, $f_1 = T + C$ and $f_2 = A + R$. Both of these are minimisation functions that produce values in the range $[0,2]$, with 0 denoting the highest possible quality and 2 denoting the lowest. $A$, $R$, $T$, and $C$ are the overall QoS attributes for the composition candidate, calculated using the principles described in subsection 2.2 and then normalised ($A$ and $R$ values are offset so that smaller scores denote better quality). The normalisation bounds are chosen based on values found in the service repository. $A_{min}$ and $R_{min}$ are set to 0, while $T_{min}$ and $C_{min}$ are both set to be the lowest value found amongst all services in the repository for that attribute. $A_{max}$, $R_{max}$, $T_{max}$, and $C_{max}$ are all set to be the highest value found amongst all services in the repository for that attribute, with $T_{max}$ and $C_{max}$ then being multiplied by the size of the repository [13]. The decision to independently optimise $(T,C)$ and $(A,R)$ was based on previous observations of the optimisation behaviour in a single-objective space, which showed a conflict between these two groups of attributes.

4 EXPERIMENT DESIGN

Experiments were conducted to compare the Fragmented method with the two other composition methods, both adapted to work with NSGA-II using the aforementioned objectives. The GraphEvol method represents compositions as directed acyclic graphs [6], and the Encoded method represents them as sequences of services that are then decoded into the corresponding compositions [7]. The methods are compared according to their execution time, as well as the IGD and hypervolume [11] of the solutions sets produced. Those metrics provide a comprehensive measure the performance of each method [11]. The hypervolume is calculated using $(2,2)$ as the reference point, and an aggregate Pareto front is used as the reference for the IGD calculations. For each composition request, the aggregate front is created by combining the results of all runs of
Algorithm 3: Steps of the Fragment-based MO method.

Input: Population size $N$
Output: Solution set
1. Preprocess repository to identify layers;
2. initialise the population of fragmented candidates;
3. perform non-dominated sorting on candidates;
4. while stopping criteria not met do
   5. choose $N$ best candidates from the population and place them in a mating pool;
   6. select candidates from mating pool and apply crossover and mutation;
   7. combine mating pool and offspring as the new population, calculate crowding distance, and perform non-dominated sorting;
4. return solution set with highest-rank candidates

Table 1: Mean and standard deviation for IGD scores of each method.

<table>
<thead>
<tr>
<th>Task (Repo. size)</th>
<th>Fragmented</th>
<th>GraphEvol</th>
<th>Encoded</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSC2008-1 (158)</td>
<td>0.14 ± 0.02</td>
<td>0.19 ± 0.07</td>
<td>0.13 ± 0.01</td>
</tr>
<tr>
<td>WSC2008-2 (558)</td>
<td>0.09 ± 0.02</td>
<td>0.09 ± 0</td>
<td>0.09 ± 0</td>
</tr>
<tr>
<td>WSC2008-3 (604)</td>
<td>0.65 ± 0.08</td>
<td>0.73 ± 0.09</td>
<td>0.06 ± 0.03</td>
</tr>
<tr>
<td>WSC2008-4 (1041)</td>
<td>0.28 ± 0.14</td>
<td>0.11 ± 0.03</td>
<td>0.06 ± 0</td>
</tr>
<tr>
<td>WSC2008-5 (1090)</td>
<td>0.68 ± 0.01</td>
<td>0.88 ± 0.06</td>
<td>0.04 ± 0.02</td>
</tr>
<tr>
<td>WSC2008-6 (2198)</td>
<td>0.84 ± 0.05</td>
<td>0.46 ± 0.01</td>
<td>0.06 ± 0.02</td>
</tr>
<tr>
<td>WSC2008-7 (4113)</td>
<td>0.5 ± 0.07</td>
<td>0.41 ± 0.04</td>
<td>0.09 ± 0.01</td>
</tr>
<tr>
<td>WSC2008-8 (8119)</td>
<td>0.32 ± 0.04</td>
<td>0.24 ± 0.08</td>
<td>0.28 ± 0</td>
</tr>
<tr>
<td>WSC2009-1 (572)</td>
<td>0.03 ± 0.03</td>
<td>0.04 ± 0.01</td>
<td>0 ± 0</td>
</tr>
<tr>
<td>WSC2009-2 (4129)</td>
<td>0.15 ± 0.03</td>
<td>0.24 ± 0.05</td>
<td>0.04 ± 0.02</td>
</tr>
<tr>
<td>WSC2009-3 (8138)</td>
<td>0.2 ± 0.27</td>
<td>0.11 ± 0.07</td>
<td>0.02 ± 0</td>
</tr>
<tr>
<td>WSC2009-4 (8301)</td>
<td>0.31 ± 0.08</td>
<td>0.36 ± 0.05</td>
<td>0.05 ± 0.01</td>
</tr>
<tr>
<td>WSC2009-5 (15211)</td>
<td>0.31 ± 0.07</td>
<td>0.23 ± 0.03</td>
<td>0.03 ± 0.01</td>
</tr>
</tbody>
</table>

Table 2: Mean and standard deviation for hypervolume scores of each method.

<table>
<thead>
<tr>
<th>Task (Repo. size)</th>
<th>Fragmented</th>
<th>GraphEvol</th>
<th>Encoded</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSC2008-1 (158)</td>
<td>1.33 ± 0.01</td>
<td>1.31 ± 0.02</td>
<td>1.34 ± 0.01</td>
</tr>
<tr>
<td>WSC2008-2 (558)</td>
<td>2.06 ± 0.01</td>
<td>2.06 ± 0</td>
<td>2.06 ± 0</td>
</tr>
<tr>
<td>WSC2008-3 (604)</td>
<td>0.14 ± 0.1</td>
<td>0.23 ± 0.18</td>
<td>1.39 ± 0.06</td>
</tr>
<tr>
<td>WSC2008-4 (1041)</td>
<td>1 ± 0.26</td>
<td>1.36 ± 0.03</td>
<td>1.4 ± 0</td>
</tr>
<tr>
<td>WSC2008-5 (1090)</td>
<td>0.35 ± 0.02</td>
<td>0.18 ± 0.03</td>
<td>2.32 ± 0.05</td>
</tr>
<tr>
<td>WSC2008-6 (2198)</td>
<td>0.12 ± 0.15</td>
<td>0.03 ± 0.01</td>
<td>1.04 ± 0.15</td>
</tr>
<tr>
<td>WSC2008-7 (4113)</td>
<td>0.31 ± 0.21</td>
<td>0.51 ± 0.1</td>
<td>1.4 ± 0.04</td>
</tr>
<tr>
<td>WSC2008-8 (8119)</td>
<td>0.46 ± 0.1</td>
<td>0.61 ± 0.37</td>
<td>0.83 ± 0.03</td>
</tr>
<tr>
<td>WSC2009-1 (572)</td>
<td>2.1 ± 0.09</td>
<td>2 ± 0.06</td>
<td>2.19 ± 0</td>
</tr>
<tr>
<td>WSC2009-2 (4129)</td>
<td>0.92 ± 0.09</td>
<td>0.67 ± 0.11</td>
<td>1.39 ± 0.1</td>
</tr>
<tr>
<td>WSC2009-3 (8138)</td>
<td>2.54 ± 0.67</td>
<td>2.91 ± 0.3</td>
<td>3.04 ± 0</td>
</tr>
<tr>
<td>WSC2009-4 (8301)</td>
<td>0 ± 0.01</td>
<td>0 ± 0</td>
<td>0.24 ± 0.28</td>
</tr>
<tr>
<td>WSC2009-5 (15211)</td>
<td>0.31 ± 0.24</td>
<td>0.64 ± 0.12</td>
<td>1.24 ± 0.13</td>
</tr>
</tbody>
</table>

5 RESULTS AND DISCUSSIONS

5.1 Overall Results – Accuracy

The experiment results are displayed in Table 1, which contains the mean IGD values and associated standard deviation for each method, Table 2, which contains mean and standard deviation regarding hypervolume, and Table 3, which contains the mean and standard deviation for the execution time of each method. The QoS scores for each solution have been normalised before employing the performance metrics for display purposes, using upper and lower QoS bounds retrieved from the set of all final compositions produced. Statistical tests were performed using Wilcoxon rank-sum with a 0.05 significance level to ascertain whether any difference between the results produced by the three methods is statistically significant. For each dataset, the results of each method were compared to those of all other methods in a pairwise fashion, without a Bonferroni correction. The outcome of these comparisons was then used to rank the performance of each method. For example, comparisons reveal that the execution time of the Fragmented approach was significantly lower than both of the others for composition task 08-1, thus it is bolded.

The IGD and hypervolume results show that the Pareto fronts generated by the Encoded method have generally better quality than those produced by the other approaches. The hypervolume of the Encoded fronts is significantly higher (i.e. better) than that of the GraphEvol and Encoded methods for all tasks except 08-2, while the IGD of the Encoded method is significantly lower (i.e. better) than that of the other methods for most of the tasks, also excluding 08-2. The quality of the solution fronts produced for task 08-2 is practically equivalent for the three approaches. When comparing the IGD and hypervolume results of the Fragmented method to those of the GraphEvol method, we notice that despite some fluctuations the two produce fronts with equivalent quality. This suggests that if the focus is on producing fronts with the best possible quality, then the Encoded approach is the most promising.

5.2 Computational Time

The Fragmented method is quite efficient in terms of computational time. The comparison on the execution time of the three approaches shows that the Fragmented method has significantly lower times.
for most tasks considered (except 09-2, 09-3, and 09-4), and also that the Encoded method performs very inefficiently, particularly for more complex tasks such as 08-6, 08-7, 08-8, 09-4, and 09-5. This is likely due to the decoding step used to convert service sequences into composition workflows for evaluation. This suggests that if the focus is on producing solutions as quickly as possible, then the Fragmented approach is the most promising.

Table 3: Mean and standard deviation of execution time (s) for each method.

<table>
<thead>
<tr>
<th>Task</th>
<th>Fragmented</th>
<th>GraphEvol</th>
<th>Encoded</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSC08-1</td>
<td>0.72 ± 0.05</td>
<td>1.96 ± 0.2</td>
<td>17.37 ± 2.09</td>
</tr>
<tr>
<td>WSC08-2</td>
<td>0.62 ± 0.02</td>
<td>1.24 ± 0.06</td>
<td>22.62 ± 4.5</td>
</tr>
<tr>
<td>WSC08-3</td>
<td>2.61 ± 0.19</td>
<td>7.63 ± 0.36</td>
<td>56.37 ± 36.39</td>
</tr>
<tr>
<td>WSC08-4</td>
<td>1.49 ± 0.11</td>
<td>2.43 ± 0.27</td>
<td>25.17 ± 3.55</td>
</tr>
<tr>
<td>WSC08-5</td>
<td>1.59 ± 0.13</td>
<td>3.66 ± 0.13</td>
<td>76.83 ± 136.78</td>
</tr>
<tr>
<td>WSC08-6</td>
<td>11 ± 0.38</td>
<td>11.1 ± 0.43</td>
<td>1160.46 ± 1526.67</td>
</tr>
<tr>
<td>WSC08-7</td>
<td>1.58 ± 0.08</td>
<td>8.31 ± 0.45</td>
<td>7219.27 ± 867.27</td>
</tr>
<tr>
<td>WSC08-8</td>
<td>5.15 ± 0.42</td>
<td>8.98 ± 0.56</td>
<td>12668.87 ± 1340.09</td>
</tr>
<tr>
<td>WSC09-1</td>
<td>0.66 ± 0.03</td>
<td>1.43 ± 0.08</td>
<td>32.55 ± 2.59</td>
</tr>
<tr>
<td>WSC09-2</td>
<td>14.12 ± 0.76</td>
<td>5.07 ± 0.21</td>
<td>3991.17 ± 449.69</td>
</tr>
<tr>
<td>WSC09-3</td>
<td>5.8 ± 0.29</td>
<td>3.16 ± 0.13</td>
<td>3897.65 ± 360.19</td>
</tr>
<tr>
<td>WSC09-4</td>
<td>19.45 ± 1.33</td>
<td>16.78 ± 0.88</td>
<td>19408.64 ± 12302.51</td>
</tr>
<tr>
<td>WSC09-5</td>
<td>10.02 ± 0.64</td>
<td>10.96 ± 0.86</td>
<td>48600.75 ± 8161.52</td>
</tr>
</tbody>
</table>

5.3 Evolutionary Process – Behaviour Analysis

The behaviour of each method was further analysed by observing the position of the population individuals in the objective space at different generations. Figures 7, 8, and 9 show an example of this analysis for task 08-2, presenting a plot of the populations of each method before, during, and after one run has taken place. In Figure 7 the population is randomly initialised for each approach, ensuring that all compositions are functionally correct. As genetic operations are performed, solutions gradually move towards more promising areas of the objective space, as shown in Figure 8. Finally, the populations converge to the promising areas displayed in Figure 9. The convergence towards a few locations is to be expected, given the highly constrained nature of this problem. One interesting observation is that, while GraphEvol and the Fragmented methods converge very quickly during the run (as seen in Figure 8), the Encoded method manages to maintain a more diverse population. This may account for the Encoded method’s better IGD and hypervolume results.

5.4 Further Analysis of Evolved Solutions

The impact of a solution’s structure on its overall quality is illustrated by the example in Figure 10, which shows two non-dominated solutions produced by the Fragmented approach for task 08-2. Solution (a) has an overall T of 8258.76, which is comparatively lower than the T of 13761.16 from solution (b). This difference is likely a result of the increased parallelisation observed in solution (a). Solution (a) also has a lower overall C (14.47 versus 21.87) and a higher overall A (0.013 versus 0.001) than solution (b), though this time the advantage is in its combination of atomic services. Despite these drawbacks, solution (b) has a very high overall R (0.356) due to the higher individual R scores of its atomic services, which is not the case for solution (a) (R of 0.082). The average individual R for the atomic services of solution (b) is 8.14, while for solution (a) it is only 6.22. This difference is magnified when aggregating the individual scores through multiplication. These examples demonstrate the complexity involved in optimising Web service compositions, as well as the intrinsic relationship between a solution’s structure and its quality.
6 CONCLUSIONS

This paper proposed a new fragment-based GP method for solving the multi-objective Web service composition problem. Instead of relying on a pre-existing abstract workflow as the basis for the creation of compositions, which is the strategy adopted by existing multi-objective works in the field, this paper applies fully automated composition techniques in a multi-objective context. This means that the composition’s workflow structure is evolved at the same time its overall quality is optimised. Two contributions are presented in this paper. Firstly, a novel Fragmented candidate representation was proposed. Secondly, a multi-objective fully automated composition method was created by adapting NSGA-II to the newly proposed representation and designing two problem-specific operations. Experiments were conducted to compare the performance of our proposed method with two others, which were adapted to work with NSGA-II. In terms of efficiency, the Fragmented method requires significantly less time to execute than the others, in particular the Encoded method, thus establishing itself as a promising composition technique when fast execution is a priority. In terms of effectiveness, the proposed Fragmented method produces solution fronts that match the quality of those generated by the GraphEvol method. However, the Encoded method can produce solution fronts with better quality. Despite this, the simplicity of fragmented representation makes the new method easily understandable and extensible. More fundamentally, these results demonstrate the feasibility of multi-objective fully automated Web service composition. Future work in this area should investigate alternative multi-objective algorithms in the context of fully automated composition, as well as the use of local search techniques.
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