ABSTRACT
In classification, the quality of the data representation significantly influences the performance of a classification algorithm. Feature construction can improve the data representation by constructing new high-level features. Particle swarm optimisation (PSO) is a powerful search technique, but has never been applied to feature construction. This paper proposes a PSO based feature construction approach (PSOFC) to constructing a single new high-level feature using original low-level features and directly addressing binary classification problems without using any classification algorithm. Experiments have been conducted on seven datasets of varying difficulty. Three classification algorithms (decision trees, naive bayes, and k-nearest neighbours) are used to evaluate the performance of the constructed feature on test set. Experimental results show that a classification algorithm using the single constructed feature often achieves similar (or even better) classification performance than using all the original features, and in almost all cases, adding the constructed feature to the original features significantly improves its classification performance. In most cases, PSOFC as a classification algorithm (using the constructed feature only) achieves better classification performance than a classification algorithm using all the original features, but needs much less computational cost. This paper represents the first study on using PSO for feature construction in classification.
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1. INTRODUCTION
Classification is an important task in the areas of machine learning and data mining. However, many classification/learning algorithms cannot achieve adequate classification performance when facing difficult problems. One of the main reasons is the poor quality of the data space representation, which is defined by the features in the dataset. Feature construction as a feature transformation method is a typical solution for this deficiency. Feature construction aims to discover hidden relationships between original features to construct new high-level features to improve the quality of the representation. The constructed feature usually act as functions of the original low-level features [19]. By transforming the input space using a set of one or more constructed features, feature construction can improve the quality of the representation, reduce its complexity, and increase the classification performance [25].

Feature construction is a difficult combinatorial problem. The size of the search space or the possible number of constructed features (i.e., the combinations of the original low-level features and function operators) grows exponentially along with the total number of original features and the potential function operators. Exhaustively search the possible solutions is impractical in most situations, especially when the total number of original features is large. Due to the large search space, feature construction approaches are often easy to become stagnated in local optima and suffer from the problem of computational expensive. Therefore, to develop a good feature construction method, an effective and efficient global search technique is needed.

Evolutionary computation techniques are global heuristic search techniques, which have been widely used in many areas [6]. Genetic programming (GP) has been successfully used for feature construction [19, 13, 20] due mainly to its capability in building programs and expression. Particle swarm optimisation (PSO) is relative recent evolutionary computation technique [11], which is inspired by social behaviour, such as birds flocking and fish schooling. Compared with other techniques, such as genetic algorithms (GAs) and GP, PSO is computationally less expensive, easier to implement, has fewer parameters and can converge more quickly [6]. As a powerful search technique, PSO has been successfully implemented in many combinatorial problems, such as process planning and scheduling [9], vehicle routing problem [2], electric power systems [3] and feature selection problems [28, 26]. However, PSO has never been used for feature construction. The main reason is that the encoding scheme and the updating mechanisms in PSO do not allow the function
operators to be included in the evolutionary process. Meanwhile, PSO is traditionally used as an optimisation technique and it has seldom been used directly for classification. This paper will start the first study on using PSO for feature construction and will also investigate the use of PSO as a general method for classification.

1.1 Goals

The overall goal of this research is to propose a PSO based approach to feature construction and binary classification, which is expected to automatically construct one new high-level feature using original low-level features and directly address binary classification problems. To achieve this goal, we propose a new approach which employs PSO as a global search technique to select low-level features, a local search to select function operators to construct a new high-level feature, and directly addresses binary classification problems without using any classification/learning algorithm. Specifically, we will investigate:

- whether a classification algorithm using the constructed high-level feature only can achieve better classification performance than using all the original features,
- whether adding the constructed high-level feature to the original feature set can improve the classification performance of a classification algorithm, and
- whether the proposed algorithm using the constructed high-level feature only can achieve better classification performance than a classification algorithm using all the original features.

In feature construction, when the original input space has a quantitative representative (when the feature values are numerical), the constructed features are a set of mathematical formulas. In case of nominal values in the original input space, the constructed features are a combination of logical and mathematical expressions. In this research, classification problems with numerical features are used and the constructed feature is a function of mathematical expressions and low-level features.

1.2 Organisation

The remainder of the paper is organised as follows. Section 2 provides background information. Section 3 describes the proposed PSO based feature construction and classification approach. Section 4 describes the design of experiments and Section 5 presents experimental results with discussions. Section 6 provides conclusions and future work.

2. BACKGROUND

2.1 Particle Swarm Optimisation (PSO)

Particle Swarm Optimisation (PSO) [11, 22] is an evolutionary computation technique. PSO is based on swarm intelligence and simulates the social behaviours of birds flocking and fish schooling. In PSO, a candidate solution is encoded as a particle in the swarm. PSO starts with a population of randomly generated particles. All the particles move in the search space to find the optimal solutions. For any particle \( i \), a vector \( x_i = (x_{i1}, x_{i2}, ..., x_{iD}) \) is used to represent its position and a vector \( v_i = (v_{i1}, v_{i2}, ..., v_{iD}) \) is used to represent its velocity, where \( D \) is the dimensionality of the search space. During the evolutionary process, particles can remember the best position visited so far, which is called personal best \( pbest \). The best position obtained by the whole swarm thus far is called \( gbest \), based on which a particle shares information with its neighbours. PSO iteratively updates the position and velocity of each particle to search for the optimal solutions based on \( pbest \) and \( gbest \) according to the following equations:

\[
x_{id}^{t+1} = x_{id}^t + v_{id}^{t+1}
\]

\[
v_{id}^{t+1} = w * v_{id}^t + c_1 * r_1 * (p_{id} - x_{id}^t) + c_2 * r_2 * (g_{id} - x_{id}^t)
\]

where \( t \) shows the \( t \)th iteration. \( d \in D \) shows the \( d \)th dimension. \( w \) is the inertia weight, which can balance the local search and global search abilities of PSO. \( c_1 \) and \( c_2 \) are acceleration constants. \( r_1 \) and \( r_2 \) are random constants uniformly distributed in [0, 1]. \( p_{id} \) and \( g_{id} \) denote the values of \( pbest \) and \( gbest \) in the \( d \)th dimension. \( v_{id}^{max} \) is limited by a predefined maximum velocity, \( v_{max} \) and \( v_{id}^{max} \in [-v_{max}, v_{max}] \).

PSO was originally proposed to address problems in continuous search spaces. To extend PSO to address discrete problems, Kennedy and Eberhart [12] developed a binary particle swarm optimisation (BPSO), where \( x_{id}, p_{id} \) and \( g_{id} \) are restricted to 0 or 1. The velocity in BPSO represents the probability of the corresponding position taking value of 1. Therefore, a sigmoid function is used to transfer the velocity value to (0, 1). BPSO updates the position of each particle according to the following equations:

\[
x_{id} = \begin{cases} 1, & \text{if } rand() < s(v_{id}) \\ 0, & \text{otherwise} \end{cases}
\]

where

\[
s(v_{id}) = \frac{1}{1 + e^{-v_{id}}}
\]

where \( rand() \) is a random number selected from a uniform distribution in [0, 1].

2.2 Related Work on Feature Construction

Based on whether a learning/classification algorithm is included in the feature construction process or not, feature construction approaches can be roughly divided into two categories, which are wrapper approaches and filter (non-wrapper) approaches [14]. In wrapper approaches, feature construction process includes a learning/classification algorithm and the classification performance is used to evaluate the goodness of the constructed feature(s). Murthy et al. [17] propose a system which constructs new features by linearly combining the original features in the process of learning a decision tree. Due to the capability of GP in building programs and expression, it has been used as an efficient technique for feature construction. Krawiec [13] proposes a GP based feature construction method, where C4.5 is used as a classification algorithm to evaluate the goodness of the constructed features.

Vafaie and De Jong [25] propose a feature selection and construction method, where the traditional binary string representation in GA is used for feature selection and the tree-based representation in GP is used for feature construction. C4.5 is used to evaluate the classification accuracy in the fitness function. By repeatedly performing a sequence
of feature selection and feature construction, the proposed algorithm can substantially increase the classification accuracy and/or reduce the number of features. Smith and Bull [23] use GP and GA for feature construction and feature selection, where GP is used to construct new features using original features and GA is used to select good features from the constructed features. C4.5 is also used to evaluate the classification performance of the constructed features during the evolutionary training process. Such wrapper feature construction approaches can successfully construct new features to improve the representation of the data space. However, wrapper approaches usually have the disadvantages of losing generality and long computational time [21].

In filter approaches, the process of feature construction is a separate, independent preprocessing stage and the new features are constructed before the classification algorithm is applied to build the classifier. Recently, more feature construction methods fall into this category than wrapper category because of computational efficiency and generality of filter approaches. Otero et al. [21] use GP to construct new features with information gain ratio as the fitness function. C4.5 classifier is applied to examine the classification performance. Experimental results show that by using both the newly constructed features and the original features, the classification performance or C4.5 is increased. This improvement may be because both C4.5 classifier and GP use information gain ratio as fitness function and it is unknown whether a different classifier still could benefit as much as C4.5. Muharram and Smith [16] use the similar method in [21] for feature construction and evaluate the performance of the newly constructed features using four different classifiers. However, adding the newly constructed features into the feature space could not improve the performance of the four classifiers on two of the five datasets.

Since feature construction process usually implies searching a very large space of possibilities and is often computationally demanding, Mierswa and Wurst [15] propose a case based feature construction approach to speed up the construction of new features by developing a new representation model for learning tasks and a corresponding distance measure. Neshatian et al. [20] develop a GP based feature construction algorithm using a fitness function based on the class dispersion and entropy to improve the classification performance. Neshatian and Zhang [18] develop a GP based feature construction method using a variable terminal pool which is constructed by the class-wise orthogonal transformations of the original features. Experimental results show that the proposed GP based algorithm outperforms the principle component analysis (PCA) method in terms of classification performance and dimensionality reduction. Later, Neshatian et al. [19] develop another GP based feature construction approach in which the constructed features are evolved by GP using an entropy-based fitness function to maximise the purity of class intervals. A decomposable objective function is proposed so that the system is able to construct multiple high-level features. Experimental results show that the constructed features are highly effective in increasing the classification performance, but may lack intelligibility.

2.3 PSO for Classification

PSO has been successfully used in many areas [9, 27, 4], including classification [5, 30, 29]. Typical works are reviewed in this section.

Eberhart and Shi [5] apply PSO to classify a multi-layer perceptron artificial neural network (ANN), where PSO is used to search for the best values for the weights in ANN. The evolved ANN is then used for classification. Zhang et al. [30] apply an adaptive chaotic PSO algorithm to evolve a forward neural network (FNN) for the classification of magnetic resonance (MR) brain images. The proposed system starts with using a wavelet transform to extract features from images, and then PCA is used to reduce the number of features. The remained features are fed to FNN and PSO is used to find the best parameters for FNN. Experimental results show that the proposed algorithm can achieve good classification performance for MR brain image in a short time.

Tan et al. [24] apply PSO to a classification problem of Spam detection, where PSO is used to optimise a number of parameters. Two of the parameters are used in the proposed concentration function to generate features and others parameters are related to a classification algorithm. For two benchmark problems, the proposed algorithm can achieve good classification performance in a short time. Note that the proposed algorithm in [24] is different from the approach we propose in this paper, mainly because this algorithm aims to generate features according to the predefined concentration function instead of constructing new high-level features using existing low-level features in our approach, and this algorithm needs a classification algorithm while PSO is directly used for classification in our approach.

Sousa et al. [1] apply and compare three different versions of PSO with GA in evolving a set of classification rules (similar to classifiers). Experimental results show that the algorithm in [1], PSO/ACO achieves better classification performance and the discovered set of rules are more comprehensible. Holden and Freitas [10] propose a hybrid PSO and ant colony optimisation algorithm (PSO/ACO) for the discovery of classification rules. Compared with the algorithm in [1], PSO/ACO achieves better classification performance and the discovered set of rules are more comprehensible. Xue et al. [28] propose a PSO based multi-objective feature selection algorithm to select a small number of original features and improve the classification performance. Experimental results show that the proposed PSO based algorithm outperforms other traditional feature selection algorithms. Later, Xue et al. [26] combine PSO with information theory for feature selection in classification, which can reduce the dimensionality and achieve better classification performance than other methods.

DeFalco et al. [7] directly use PSO to classification problems, where PSO is used to search for the best centroids for a c-class problem. As each centroid is represented by all the original features, e.g. \( n \) (\( n \) is the number of features), the dimensionality of the search space for is \( c + n \). This is a potential limitation because the search space is large, especially when \( n \) is large. Experimental results show that on average, the proposed algorithm achieves competitive performance with other nine classification algorithms, but in most cases, the proposed algorithm outperforms all other nine algorithms on the tested binary classification problems, which
shows that PSO has a potential to be good at addressing binary classification problems. However, the largest number of features in the datasets used in the experiments is only 58. Therefore, in this work, we will further investigate and improve the performance of PSO for binary classification on datasets with a larger number of features.

3. PROPOSED APPROACH

3.1 Overall Algorithm

In this section, we propose a PSO based feature construction and classification approach (PSOFC). The overall structure of the training and testing process of PSOFC is shown in Figure 1. As can be seen from Figure 1, PSOFC first runs on the training set of the dataset to construct a new high-level feature. Based on the constructed feature, the training set is then transformed into a new training set and the test set is transformed into a new test set. Based on the transformed test set, PSOFC itself can directly address binary classification problems without using any classification algorithm (details can be seen in Section 3.4). Meanwhile, a classification algorithm also can be used in the testing process to evaluate the classification performance of the constructed feature. The classification algorithm can be trained on the transformed training set, and the learnt classifier is then applied to the transformed test set to obtain the final classification results. Meanwhile, PSOFC itself also can directly address binary classification problems without using any classification algorithm (details can be seen in Section 3.4).

Figure 2 shows the evolutionary training process of PSOFC. PSOFC has three new components, which are the selection of low-level features, the selection of function operators to construct a new high-level feature and binary classification. Detailed description of these three components are presented in the following subsections.

3.2 Selection of Low-level Features

In the proposed algorithm, PSO is used as a global search technique to select a number of low-level original features, which are used to construct a new high-level feature.

As a low-level feature is either selected or not selected, BPSO is used in the proposed algorithm. In PSOFC, each particle is encoded as a \( n \)-bit binary string, where \( n \) is the total number of original features in the dataset. In the binary string, “1” means the corresponding feature is used for the construction of the new high-level feature while “0” means it is not used.

In most PSO based algorithms, each particle represents an individual solution of the problem. In the proposed algorithm (the situation of feature construction), each particle represents part of the solution, which includes a number of low-level original features. In order to construct a high-level feature, a set of function operators need to be selected and optimised together with the selected low-level features. This is the main challenge of using PSO for feature construction because the function operators can not be directly evolved by PSO.

3.3 Selection of Function Operators

To address the above problem in PSO for feature construction, we firstly define a function set, just like in GP, which includes different function operators. Then a local search is performed to select operators to construct a new high-level feature.

For each particle \( i \), a number (m) of low-level original features are selected. For the m selected features, at least m function operators are needed. Exhaustively searching the best combination of function operators and the selected low-level features can take a relative long time. To speed up this process, we use a local search to find a near-optimal (or optimal) combination. In the proposed algorithm, the function operator for the first feature is always set as “+”. Then the second feature is combined with the first feature by a function operator to form a function of the first and
the second features, which is used as a constructed feature \( (f_c) \). To choose the function operator for the second feature, every operator in the function set is firstly tested in \( f_c \). The operator with which \( f_c \) achieves better classification performance (Details in Section 3.4) than with others is chosen as the function operator for the second feature. Accordingly, \( f_c \) is updated. The following low-level features are sequentially added in to the function to update \( f_c \). The function operators for these low-level features are selected in the same way as the selection of the function operator for the second feature. After selecting the function operator for the \( r \)th feature and updating \( f_c \), \( f_c \) is a complete solution for a feature construction problem and its classification performance is used as the fitness value of particle \( i \) in PSO.

3.4 Binary Classification

In the proposed algorithm, the classification performance is used as the fitness value for a constructed feature. Since binary classification problems (with class 1 and class 2) are considered in this work, the proposed algorithm uses “0” as the threshold. An instance is classified to class 1 if the value of the constructed feature \( f_c \) is larger than 0. Otherwise, it is classified to class 2.

The classification process is independent of any classification algorithm. The advantages of such a process are to speed up the classification process and construct a general feature. The classification process can be speed up mainly because it does not involves any training and testing processes and just simply compare the single value of the constructed feature \( f_c \) with the threshold 0. The constructed high-level feature is general to different classification algorithms mainly because its classification performance (fitness) is not calculated specifically according to any classification algorithm. This is very simple and we would like to investigate whether such a simple method can work well for binary classification.

5. EXPERIMENTAL RESULTS AND DISCUSSIONS

Table 2 shows the experimental results of the proposed feature construction algorithm, where DT, 5NN and NB are used as the classification algorithms. In the table, “# Features” shows the total number of original features in each dataset. “All” means all the original features are used for classification. “CF” means only the single constructed high-level feature is used for classification. “CFOrg” means that the constructed feature is used together with all the original features for classification. “Best”, “Mean” and “StdDev” show the best, the average and the standard deviation of the classification performance. “T-test” means the results of T-test, where a “+” (“-”) means the classification performance of the of the feature (set) is significantly better (worse) than using all the original features. “=” means there are not significant difference between them.

5.1 Experimental Results of Only Using the Constructed feature

According to Table 2, it can be seen that only use the single constructed high-level feature, a classification algorithm (DT, 5NN or NB) achieved reasonably good classification performance in almost all cases. In many cases (around half), a classification algorithm using only the single co-

<table>
<thead>
<tr>
<th>Dataset</th>
<th>No. of Features</th>
<th>No. of Classes</th>
<th>No. of Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australian</td>
<td>14</td>
<td>2</td>
<td>690</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>34</td>
<td>2</td>
<td>351</td>
</tr>
<tr>
<td>WBCD</td>
<td>30</td>
<td>2</td>
<td>569</td>
</tr>
<tr>
<td>Hillvalley</td>
<td>100</td>
<td>2</td>
<td>606</td>
</tr>
<tr>
<td>Musk1</td>
<td>166</td>
<td>2</td>
<td>476</td>
</tr>
<tr>
<td>Semeion</td>
<td>256</td>
<td>2</td>
<td>1393</td>
</tr>
<tr>
<td>Madelon</td>
<td>500</td>
<td>2</td>
<td>4400</td>
</tr>
</tbody>
</table>
structed feature achieved better classification performance than using all the original features. For example, when using DT or NB as the classification algorithm, in three of the seven datasets, DT or NB using the single constructed feature achieved significantly better classification performance than using all the original features. Meanwhile, in most cases, the best classification performance of using the single constructed feature is better than using all the available features.

The results suggest that PSOFC can discover the hidden information contained by the low-level original features. The proposed algorithm can effectively select a small number of original features and use a few function operators to construct the selected low-level features to a new, high-level and (more) informative feature. In most cases, the constructed feature usually contain at least as much information as all the original features. Therefore, the average (best) classification performance of a classification algorithm using only the constructed feature is better than using all the available features.

Another important issue is that the dimensionality, which is the number of features, is significantly reduced by PSOFC. The original dimensionality of a dataset is the total number of original features, which can be a few hundreds (e.g. 265 in the Semeion dataset and 500 in the Madelon dataset). After feature construction, the dimensionality of all the datasets is reduced to only one by PSOFC, and the classification performance is significantly increased in many cases although slightly reduced in some cases. The best classification performance of using the single constructed feature only is better than using all available features in most cases. The reduction of the dimensionality can significantly reduce the testing time and simplify the learnt classifiers.

Meanwhile, from Table 2, we can also observe that the classification performance of the single constructed feature is general to the three different classification algorithms. For example, in the Semeion dataset, using the single constructed feature only, two of the three classification algorithms, DT and NB, achieved a classification accuracy of 100% and only 5NN achieved a slightly worse accuracy of 89.96%. The main reason is that the feature construction process of PSOFC is independent of any classification algorithm. Therefore, the achieved new constructed feature is usually general to different classification algorithms.

5.2 Combining the Constructed Feature with All Original Features

From Table 2, we can observe that in almost all cases, the classification performance of a classification algorithm (DT, 5NN or NB) using both the constructed feature and the original features is similar or better than only using the original features. In all cases, the best classification performance is at least as good as only using the original features. In this cases, the dimensionality of the problem increases from \( n \) to \( n + 1 \), where the \( n \) is the total number of original features in the dataset. However, this can safely be ignored, especially in the datasets where \( n \) is relatively large.

The results suggest that combining the constructed high-level feature with the original features brings useful information for classification (at least no deterioration). The underlying information discovered by the constructed feature may be complementary to that of the original features without significantly increasing the dimensionality of the problem. Therefore, the classification performance is increased in most cases. In some cases, the constructed feature might also be redundant to some of the original features. In such cases, combining them together does not significantly increase the classification performance, but do not decrease the classification performance either. As the construction process of the high-level feature is independent of any classification algorithm, all the three classification algorithms can achieve better classification performance when combining it with the original features, which is a major achievement.

5.3 Performance of PSOFC as a Classification Algorithm

The proposed algorithm also involves directly solving binary classification problems without using any classification algorithm. It simply uses "0" as the threshold, where a instance is classified to class 1 if the value of the constructed feature is larger than 0. Otherwise, it is classified to class 0. To test the classification performance of PSOFC, the test-
ing accuracy of PSOFC (using the constructed feature only) is compared with that of the three classification algorithms using all the original features.

Table 3 shows the classification performance of PSOFC and that of three different classification algorithms, DT, 5NN and NB using all the original features. Note that “+” (“-”) in the T-test means that the classification algorithm using all the original features achieved significantly better (worse) classification performance than PSOFC. “=” means they are similar.

From Table 3, we can observe that for the seven datasets, PSOFC using the single constructed feature outperformed at least one of the three classification algorithms (DT, KNN and NB) using all the original features. In the WBCD, Hill-valley and Semeion datasets, PSOFC achieved better class performance than all the three classification algorithms. Regardless of the classification algorithm and datasets, in 13 of the 21 T-tests (around 2/3) show that PSOFC achieved significantly better classification performance than a classification algorithm using all the original features and only 7 T-tests show that PSOFC achieved worse classification performance than the classification algorithm using all the original features. The results suggest that PSOFC can be successfully used as a classification algorithm. PSOFC outperforms the three classification algorithms due mainly to the high-level information provided by the constructed feature.

Meanwhile, PSOFC as a binary classification algorithm considerably reduce the computational time. The main reasons are that PSOFC only uses one feature instead of the total number of available features and PSOFC uses “0” as the threshold for binary classification, which does not involve the time of training a classifier. The potential disadvantage is that the feature construction (evolutionary training) process is slightly long if a large number of low-level features are selected for construction of the new feature, although it does not influence the testing classification time (being short). We will address this issue in our future work.

### 6. Conclusions and Future Work

This paper represents the first work on PSO for feature construction in classification. We propose a PSO based feature construction approach to construct a high-level feature using the original low-level features and automatically address binary classification problems. To test the performance of the proposed algorithm, a set of experiments have been conducted on different binary classification problems with different numbers of features and instances. Experimental results show that in many cases, a classification/learning algorithm (DT, 5NN and NB) using the single constructed feature achieved similar or better classification performance than using all the original features, and in almost all cases, adding the constructed feature to the original features significantly improved their classification performance.

The proposed algorithm using the constructed high-level feature directly addressed binary classification problems (without using any classification algorithm), and in most cases, achieved better classification performance than a classification algorithm using all the original features, but used much less testing computational time because the number of features is only one. Although the proposed algorithm employs the classification performance as the evaluation criterion, the constructed feature is general to different classification algorithms because the construction process is independent of any of them.

This work starts the research direction of using PSO for feature construction, which utilises the advantages of PSO as a global search technique and relatively cheap computational cost. It also contributes the use of PSO as a potential general method directly used for classification without using any classification algorithm, instead of its traditional role of being an optimisation technique only. This work provides solutions to meet two typical real-world requirements. On one hand, if users need a fast classification process and relatively good classification performance (similar to using all features), they can use the constructed feature only for classification. On the other hand, if the classification performance is more important than the computational time, users can add the constructed high-level feature to the original features to improve the classification accuracy.

In the future, we will further investigate the use of PSO for feature construction and classification. Our future research directions can be summarised as follows. We will further analysis the constructed feature to better understand why it can achieve good performance. We will also work on using PSO to construct multiple high-level features to see whether constructing multiple features can further improve the classification performance and whether using only the constructed features can achieve better performance than using both the constructed features and all the original features, which also achieve the goal of dimension reduction. PSO is directly used for binary classification in this work. We intend to work on the use of PSO to address multiple classification tasks. Evolving function operators is still difficult for PSO. Therefore, we will work on using PSO to evolve different function operators (like in GP) to construct high-level features and more function operators will be used for constructing new features. The evolutionary training efficiency is also an important issue. We intend to improve the efficiency of the PSO based feature construction algorithm without decreasing its classification performance.

### Table 3: Classification Performance of PSOFC

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>Best</th>
<th>Mean</th>
<th>T-test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australian</td>
<td>PSOFC</td>
<td>85.99</td>
<td>85.63</td>
<td></td>
</tr>
<tr>
<td></td>
<td>KNN</td>
<td>70.05</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>85.94</td>
<td></td>
<td>=</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>PSOFC</td>
<td>85.71</td>
<td>81.71</td>
<td></td>
</tr>
<tr>
<td></td>
<td>KNN</td>
<td>86.07</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>28.57</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>WBCD</td>
<td>PSOFC</td>
<td>95.32</td>
<td>93.31</td>
<td></td>
</tr>
<tr>
<td></td>
<td>KNN</td>
<td>92.98</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>90.64</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>Hillvalley</td>
<td>PSOFC</td>
<td>99.73</td>
<td>99.68</td>
<td></td>
</tr>
<tr>
<td></td>
<td>KNN</td>
<td>96.59</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>92.2</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>Musk1</td>
<td>PSOFC</td>
<td>76.92</td>
<td>66.32</td>
<td></td>
</tr>
<tr>
<td></td>
<td>KNN</td>
<td>93.92</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>42.66</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>Semeion</td>
<td>PSOFC</td>
<td>100</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td></td>
<td>KNN</td>
<td>95.43</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>90.79</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>Madelon</td>
<td>PSOFC</td>
<td>56.54</td>
<td>56.54</td>
<td></td>
</tr>
<tr>
<td></td>
<td>KNN</td>
<td>70.9</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>49.49</td>
<td></td>
<td>-</td>
</tr>
</tbody>
</table>