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ABSTRACT

Topology control by means of transmit power adjustment is a well studied technique for improving the network capacity and energy efficiency of wireless ad hoc networks. In this paper, we investigate the feasibility of connectivity and topology control in a real IEEE 802.11b testbed composed of inexpensive commercial off-the-shelf (COTS) routers. Although topology control via transmit power adjustment is feasible based on analytical studies and emulations, it is difficult in practice for the range provided by COTS wireless routers.
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1. INTRODUCTION

An active area of research for many years in wireless sensor and ad-hoc networks is topology control by means of transmit power adjustment \cite{18, 19, 12}. There are two main motivating factors for performing topology control: (i) to reduce radio interference in order to improve the capacity of the network; and (ii) to reduce energy consumption in order to extend the lifetime of energy-constrained networks.

Topology control by means of transmit power adjustment is based on the assumption that transmitting at higher power implies increasing effective communication range of nodes and vice versa. Accordingly, it is very commonly assumed that links between any two nodes either exists or they do not, as illustrated in Figure 1. Similarly, circular communication ranges with radii that vary with transmit powers are often assumed for convenience in analytical performance studies; this notion is also commonly adopted in simulation studies \cite{21, 15, 9}.

In recent years, experimental studies using IEEE 802.11 enabled devices such as notebooks and PDAs have become popular in the literature \cite{4, 6, 8, 25}. However, experimental studies on topology control and its impact on the performance of routing protocols remains largely lacking. Much of the recent work in topology control has focused on algorithms for determining and assigning the optimal transmit power that will enable the formation of a desired topology \cite{18, 19, 12}. Less attention has been paid to answering an even more fundamental question: can transmit power adjustment in real wireless devices indeed influence the network topology and bring about the benefits of topology control?

In this paper, we seek to address the above fundamental question and investigate the feasibility of controlling the network connectivity and topology by means of transmit power control on a real IEEE 802.11b testbed. We also examine its impact on the performance of both static routing and dynamic routing at the network layer.

The rest of the paper is organized in the following way. Section 2 discusses the experimental setup that is used in all our experiments. Section 3 presents our experimental findings. Section 4 discusses several related studies and Section 5 concludes the paper.
2. EXPERIMENTAL SETUP

We arrange a linear deployment of routers in an open field with inter-nodal distances of 25 m and 100 m. This linear arrangement of nodes is typical in the monitoring of excavation sites in the construction of underground road systems, underground train networks, and deep pipe installation works [20]. Part of our work is also commissioned by a Singapore systems engineering company to investigate wireless monitoring of an excavation site for the underground mass-rapid transit system. Current cabled monitoring solutions for underground monitoring pose challenging deployment issues including costs, space limitations in laying cables and interferences experienced by long cables [23]. In our wireless monitoring solution, wireless nodes (COTS routers) are at the ground level, where they are connected by short cables to strain gauge sensors attached to key load-bearing struts beneath ground level [20].

For clarity, wireless routers are labeled from R1 to R8 as shown in Figure 2 (with R1 at top-right corner) at the Test Site. Positioning is obtained using a combination of global positioning system (GPS) and measuring tape.

The Compex WP54G, 802.11b/g broadband routers are used as they are available commercially off-the-shelf (see Figure 3). The original Compex firmware is replaced with the open-source Linux-based OpenWRT distribution (Kamikaze 7.07) [5]. OpenWRT provides a fully writable filesystem with package management facilities to install other programs that are required by our project. It enables the installation of the popular implementation of the AODV [17] routing protocol by Uppsala University (AODV-UU) for our experiments. AODV is also one of the popular choices for wireless ad hoc routing in the literature. The network times across different routers are synchronized using the Network Time Protocol (NTP) [14] for the purpose of tracing packets. Most importantly, OpenWRT provides a tool called iwconfig that can be used to adjust the transmit power of the wireless interface card.

Table 1 summarizes our experimental configurations in greater detail. Antenna height is about 1 m from the ground, and orientation is vertically upright as shown in the inset picture of Figure 2. No other modifications to the antenna configuration are made. For the medium access control (MAC) protocol, the IEEE 802.11b [22] is used. The channel is fixed at channel 6 which uses the 2.437 GHz frequency. MAC RTS/CTS is disabled as it has been found to degrade network performance [13]. The MAC retry limit is 11 which is the default value in the device driver.

In all experiments involving traffic generation, a UDP-based constant bit rate (CBR) application is used to send data packets. Items 14a and 14b are mutually exclusive. Only one of the routing schemes is active at any one time during our experiments.

3. EXPERIMENTAL RESULTS

In this section, we present the experimental results obtained from the IEEE 802.11b testbed described in Section 2. The data presented in this section were collected over several runs which spanned several days of experimentations. To determine the effect of transmit power on the network topology and routing performance, we measure the following performance metrics:

**Packet Delivery Probability (PDP)** This metric is defined as the fraction of all packets from a sender node that reaches a receiver node at the data link layer.
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Packet Delivery Ratio (PDR) This metric is defined to be the fraction of all data packets from a source node that reaches a sink node at the application layer.

End-to-end Delay This metric is defined as the delay for every delivered data packet and is measured as the difference between the time the packet is received by the sink application and the time the packet is sent by the source application.

The PDP metric is used to ascertain the link quality while the PDR metric is used to ascertain the performance of network layer routing. Logically, a high-PDP link is likely to provide better performance than a low-PDP link. A path composed of high-PDP links is likely to provide a better PDR than a path that is composed of low-PDP links.

We will frequently use the terms link and path in this paper. For clarity, a link refers to a direct wireless connection between two nodes. More specifically, we say that a link between nodes $A$ and $B$ exists if either one of the nodes can receive a fraction of the packets being sent by the other node. On the other hand, a path is a network layer abstraction. A path can be composed of one or more links.

3.1 Transmit Power Adjustments to Control Network Topology

3.1.1 Interference-Free Experiment

One major requirement of topology control is the ability to control the transmission range of the nodes in the network. This is indirectly achieved by adjusting the transmit power of the node's wireless transceiver. Lower transmit power implies shorter transmission range while higher transmit power implies longer transmission range.

In static networks such as the one being studied in this paper (see Figure 2), the CTR is simply the longest edge of the Euclidean connectivity [19]. If the node positions are known in advance, then the CTR is the simply the longest edge of the Euclidean minimum spanning tree [16]. For the string topology that is being studied in this paper (see Figure 2), the CTR is 100 m.

In this experiment, our objective is to empirically determine the minimum transmit power needed to reach the CTR of 100 m. We let node R1 transmit broadcast packets using a UDP-based CBR application at a rate of 4 packets/second. Two packet sizes are used, namely 40 bytes and 1400 bytes. The transmit power is varied using the values listed in Table 1. Each experiment at a given transmit power level runs for 10 minutes. All nodes R1, R2, R3, R4, R5, R6, R7 and R8 are switched on, with R1 as the only node sending out packets.

Figures 4 shows several interesting features. Firstly, from 25 m to 100 m, there is a considerable decrease in PDP especially for the lower transmit power values. Higher transmit power values seem to slow down the decrease in PDP within this range. Secondly, from 100 m to 200 m, the PDP does not show any significant decrease. The decrease is less than 10% in all cases except for the 4-dBm, 40-byte packet case (see Figure 4(a)). We find this result surprising and would have expected the PDP at 200 m to be much lower than the PDP at 100 m. Finally, from 200 m to 300 m, the PDP plummets by at least 50% for the higher transmit power levels (13, 16 and 19 dBm).

From these results, it is clear that to achieve a sufficiently high PDP (greater than 70%) at 100 m, the transmit power required is at least 10 dBm and 13 dBm for 40-byte and
3.1.2 Mutual Interference Experiment

In the previous experiment, we determined the packet delivery probability at different sender-receiver distances. We also determined the minimum transmit power required to reach the critical transmitting range (CTR) of 100 m. However, the results do not take into account the effect of interference or contention on PDP. In this experiment, we allow five nodes, R1, R5, R6, R7 and R8 (100 m apart) to transmit broadcast packets simultaneously. Nodes R2, R3, and R4 are switched off. The same transmit power settings, packet sizes, packet sending rate, and run time as in the previous experiment are used.

Figure 5 shows the packet delivery probability of all the links as the transmit power is adjusted from 1 to 19 dBm in 3 dBm steps. Figures 5(a) and 5(c) show the PDP of links where the nodes are 100 m apart while Figures 5(b) and 5(d) show the PDP of links where the nodes are 200 m apart. (The plots for the 300 and 400 m links are not shown. For these cases, PDPs for these links are below 15%.) Similar to the interference-free experiment, an increase in transmit power results in an increase in the PDP. For the 100 m links, the PDP for both 40-byte and 1400-byte packets reaches 90%. However, note that the PDP of the bigger packets seems to increase at a slower pace compared with the PDP of the smaller packets as the transmit power is increased.

Interestingly, the links towards the nodes at the edge of the network (R5 → R1, R6 → R1, R6 → R8, and R7 → R8) have the highest PDP compared with the other links at every transmit power level. This can be explained by the fact that the nodes R1 and R8 have fewer “neighbors” than the rest of the nodes (nodes R1 and R8 have no neighbor on one of their sides.) Hence, collisions are less likely to occur at these positions than in the “center” of the network. Comparing this result with the results in the interference-free experiment, one significant difference that can be observed is the lower PDP attained by the 200 m links. Note that in the interference-free experiment, the PDP peaks at 90% for the 200 m sender-receiver distance. However, in this experiment, the PDP for the 200 m links are all below 65%, a decrease of at least 25%. This significant decrease can be
attributed to the interference due to simultaneous transmissions by the five nodes. Note that the PDP of the 100 m links are also lower than in the interference-free case. However, the difference is not as significant as in the 200 m links. This result suggests that the effect of interference is worse for longer links. This can be due to the more prominent effect of the hidden node problem. Consider for example the 200 m link R8 → R6. From the position of node R8, node R1 is highly likely to be hidden. Hence, node R8 may simultaneously transmit a packet with R1 causing a collision as far as R6 is concerned. Compare this with the 100 m link R7 → R6. In this case, R7 is likely to sense transmissions from R1 thereby avoiding the packet collisions at R6.

### 3.2 Impact on Network Layer Routing

Up to this point, we have found out that transmit power adjustment indeed affects the packet delivery probability of the links. In this section, we will examine whether these variations in PDP can provide an optimal point for the performance of network layer routing.

We focus our investigation on the performance of static routing and dynamic routing using AODV [17] when the transmit power is adjusted from 1 dBm to 19 dBm. The experiment is configured such that nodes R5, R6, R7 and R8 (100 m apart) send 1400-byte UDP packets using a CBR application to node R1 at the rate of 32 packets per second. In contrast with the previous experiments, the data packets are sent unicast. Nodes R2, R3 and R4 are switched off. Each experiment at a given transmit power level runs for 10 minutes. The CBR source sends data packets only during the first 30 seconds of each minute. It does not send any packet on the remaining 30 seconds. This is done to force the routes discovered by AODV to timeout more frequently and hence ensure that AODV does not use the same path discovered at the beginning for the entire duration of the experiment.

In the preceding experiments involving simultaneous transmissions, the results indicate that choosing a shorter link is much better than a longer link, supporting previous findings in other experimental studies [6, 11, 7, 8]. To verify this, we configured static routing to traverse the path via R8 → R7 → R6 → R5 → R1 (see item 14b of Table 1).

#### 3.2.1 Packet Delivery Ratio

![Figure 6: Packet delivery ratios (PDR) for (a) AODV and (b) Static Route over different power levels.](image)

Figures 6(a) and 6(b) show the packet delivery ratio of 1400-byte CBR packets using AODV and static routing, respectively. The high PDR for the static route case supports our previous findings that using shorter links can provide higher packet delivery probability. Compared with AODV, static routing yielded higher PDR for all CBR flows and transmit power levels. The difference is more significant for the flows emanating from the nodes that are further away from the sink (R7 → R1 and R8 → R1).

The low PDR of AODV especially from nodes R7 and R8 can be explained by Figure 7 which shows the the number of hops taken by successfully delivered packets.

Figures 7(a) and 7(b) show that all packets from R5 and R6 took one hop, that is, direct to node R1 for all the tested transmit power levels. The high PDR attained by the CBR flows from R5 and R6 is due to the fact these nodes are 100 m and 200 m away, respectively, from the sink node R1. This finding is in line with our observation in the interference-free experiment that the PDP at 100 m and 200 m are almost equal for a given transmit power. We however need to reconcile this with the result from the mutual interference experiment where the PDP reaches only at most 40% for 1400-byte packets for the 200 m links. There are two major reasons behind the high PDR from R6 to R1 in the AODV experiments: (i) the position of node R6 at the center of the network reduces the hidden node problem; and (ii) data packets are sent unicast in this experiment as opposed to broadcast in the mutual interference experiment.

We first elaborate on the first reason. Note that with respect to R6, all nodes in the network have low probability of being hidden. In addition, all the other nodes in the network also “sees” node R6 since they are at most 200 m away from R6. Hence, node R6 is least likely to send data packets that will experience collisions.

With regards to the second reason, in IEEE 802.11b, unicast packets are sent reliably, that is, with acknowledgments from the receiver and are re-transmitted when the sender fails to receive an acknowledgment from the receiver. Hence, the low PDP for the 200 m links observed in the mutual interference experiment does not necessarily mean that the 200 m links are of marginal quality. The low PDP is mainly due to interference which can be countered to a certain extent by
retransmissions at the MAC layer [6]. At the network layer, retransmissions can manifest in terms of increased delay.

Figures 7(c) and 7(d) show the paths taken by the data packets from R7 and R8, respectively. From these figures, we can clearly see the effect of increasing transmit power on the paths chosen by AODV for routing data packets. For node R7, it initially uses two hops more than 70% of its packets at 1 dBm and 4 dBm. Beyond 7 dBm, majority of R7’s packets traverses a one hop or direct path to R1. Note that the link R7-R1 is 300 m long. From the results in the interference-free experiment (see Figure 4(b)), we can see that a 300 m link has a PDP of less than 40% for all transmit power levels. As such, using a one hop path from R7 to R1 causes significant packet loss especially at lower transmit power levels. Although MAC-layer retransmissions increase the PDR, the delay suffers as can be seen from the very high delay for the flow from R7 in Figure 8.

For R8, more than 80% of its packets traverse two hops until 16 dBm. At 19 dBm, more than 70% of its packets use one hop to R1, with the rest taking two hops. The low PDR of the flow from R8 is quite interesting since it used two hops most of the time. Expectedly, its PDR is higher if it relays its packets through R6 which is 200 m away. Based on the router table log, we determined that R8 uses R7 as the relay instead of R6 most of the time. As such, its PDR is also low since the link R7-R1 is 300 m.

The explanations on why R8’s PDR is very low and why its delay is very high is the same as in the preceding paragraph.

From the preceding discussions on why the PDR of the flows from R7 and R8 are low, the common cause is that AODV used a 300 m link instead of shorter links for relaying data packets. Wireless ad hoc routing protocols such as OLSR [10] and AODV [17] use hello packets to determine its neighbors. These hello packets are periodically broadcasted by all nodes running the routing protocol. A node treats another node as a neighbor once it receives a hello packet. An AODV hello packet is small and is normally less than 40 bytes [17]. From the results in the interference-free experiment (see Figure 4(a)), we can see that a 300 m link has a non-zero PDP for all transmit power levels. Hence, no matter what transmit power value is chosen, AODV is likely to receive a hello packet from a node that is 300 m away.

The results shown in Figure 7 confirm that the paths chosen by AODV is quite different from the paths used in static routing. This accounts for the difference in the performance between AODV and static routing especially for the flows from R7 and R8. It is clear that the strategy used in static routing, which is routing packets over shorter links, provides better performance than that of AODV.

3.2.2 Delay

Figure 8 shows the average end-to-end delay for success-
fully delivered data packets. AODV seems to perform better than static routing for the CBR flows from R5 and R6. However, for the CBR flows from R7 and R8, static routing clearly has a much lower delay than that of AODV. In fact, the delay of AODV is extremely high at 4.4 seconds for the CBR flow from R7 at 1 dBm and 2.1 seconds for the CBR flow from R8. As explained in the preceding discussion, the poor PDP of the links used for these flows resulted in MAC layer retransmissions which ultimately caused the delay to shoot up.

In the case of static routing, the delay consistently decreases as the transmit power increases. Expectedly, the delay is higher for flows that traverse longer paths since packets need to pass through more links. Each link traversal adds a certain amount of delay. This is a slight disadvantage of static routing.

To sum up, the packet delivery and delay results show that network layer routing performance, whether using dynamic routing or static routing, is indeed affected by transmit power adjustments. The optimum performance, however, can only be attained at the highest transmit power of 19 dBm. This result is not totally supportive of transmit power adjustment as a means to control the network topology for improving the performance of the network. The expected benefits of topology control in terms of higher network capacity and lower delay can only be attained at the maximum transmit power allowed by the COTS routers.

It can be argued that the benefits of topology control may become visible if we tested transmit powers higher than 19 dBm. For example, it is reasonable to speculate that at 22 dBm, the PDRs may start to drop and the delays may start to rise. If this were the case, 19 dBm can be treated as the optimum point. Since 19 dBm is already high (most wireless devices can transmit only up to around this level [1]), then topology control will clearly not be applicable to most devices. Furthermore, transmitting at 19 dBm is not compatible with one of the goals of topology control which is to optimize energy consumption.

4. RELATED WORK

The subject of topology control is currently an active area of research in wireless multi-hop networks [18, 24, 19, 12]. However, existing work deal mostly with devising a topology control algorithm for optimizing the transmit power or range. Furthermore, these studies are mostly analytical or emulations at best. In this paper, we investigated the more basic question of whether topology control by means of transmit power adjustment is feasible in real wireless ad hoc networks.

There have been several measurement studies on the link characteristics and transmit power control capabilities of existing IEEE 802.11 devices [2, 3, 13]. Aguayo et al. [2] studied of the patterns and causes of packet loss in an IEEE 802.11b mesh network. Anastasi et al. [3] studied the relationship of transmission rate with respect to throughput and carrier sensing range. Liese et al. [13] studied the several aspects of wireless mesh network design including multi-radio utilization, channel assignment and antenna placement. Our work is different from these studies as we focused our experiments on determining whether or not transmit power adjustments can influence the topology formation.

5. CONCLUSIONS AND FUTURE WORK

Based on our experimental studies conducted on a real IEEE 802.11b-based wireless ad hoc network, we make the following conclusions:

- Adjusting the transmit power affects the packet delivery probability at difference source-receiver distances. Lower transmit power results in lower delivery probability while higher transmit power yields higher delivery probability.

- Choosing a shorter wireless link results in better delivery probability. Longer links are more prone to packet collisions due to a more prominent effect of the hidden node problem.

- Although transmit power adjustments can influence the topology formation, its impact on the performance of AODV is limited. The main problem is that transmit power adjustment does not eliminate long unreliable links.

In the IEEE 802.11b wireless ad hoc network tested that we used for our experiments, the optimum performance of
both static and dynamic routing can only be attained at the highest transmit power of 19 dBm or 84 mW. This finding suggests that topology control via transmit power adjustment is not effective in improving the performance of the network since we ultimately have to use the highest power to achieve the optimum performance. Obviously, transmitting at high power is incompatible with one of the goals of topology control which is energy efficiency.

There are several issues that need to be examined in connection with topology control via transmit power adjustment. One aspect that we are currently investigating is the performance of the network at transmit powers beyond 19 dBm. Another important issue that we are studying is the effect of transmit power adjustment on routing metrics that use packet delivery probability as a link quality estimate. The performance of these metrics in conjunction with topology control is an interesting subject that can be further explored.

Another aspect that can be investigated is the performance when RTS/CTS is enabled. Note that in this study, we disabled RTS/CTS since it degrades the network performance [13]. However, we observed in several cases where the hidden node problem occurred.
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