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Abstract— In this paper, we present a generic extension
of location-based ad hoc routing protocols named Skewed
Map Forwarding (SMF). SMF incorporates multipath
routing into any location-based routing protocol, while pre-
serving the stateless property of location-based protocols.
It alters/distorts the view of the network topology from
the routing protocol by mapping the physical coordinates
of nodes to logical coordinates and letting the routing
protocol work on these logical coordinates. The resultant
routes discovered by the routing protocol would appear
as being skewed from the original route, thus creating
multiple routes depending on how much we alter the view
of the topology. We evaluate the performance of SMF as
an extension of GPSR using the GloMoSim simulator.

I. INTRODUCTION

In this paper we aim to combine the advantages of
location-based routing protocols and multipath routing
protocols in ad hoc networks. We introduce the charac-
teristics of these two families of protocols and why it is
a challenge to combine their strengths before we proceed
to describe our approach to the problem.

A. Location-based Routing

A class of distributed ad hoc routing protocols called
location-based routing emerged in the past few years. It
exploits the fact that in mobile ad hoc networks, con-
nectivity is usually associated with proximity. Location-
based routing assumes that 1) each node knows its
own geographical address, either from some localization
hardware or from a distributed ad hoc localization proto-
col, and 2) the sender knows the geographical address of
the receiver. This can be satisfied by a location service
protocol, such as Grid Location Service (GLS) [1] or
Geographic Hash Table (GHT) [2].

Current high performance location-based routing pro-
tocols such as Greedy Perimeter Stateless Routing
(GPSR) [3] and Greedy Other Adaptive Face Routing

(GOAFR/GOAFR+) [4][5] demonstrate that location-
based routing can be nearly stateless. Topology infor-
mation needs to be propagated for only a single hop.
Therefore, the only control messages (overheads) are the
periodic HELLO messages. A routing decision made at
each node is derived solely from the destination address,
local topology and any additional information stored
in the packet. The primary method of location-based
routing is greedy forwarding. In greedy forwarding, a
packet is forwarded to the neighbor physically nearest to
the destination. Other techniques, such as face routing,
can be used to recover from zones where the greedy
heuristic fails.

The stateless property gives location-based routing
protocols some unique advantages. Like reactive proto-
cols, location-based protocols do not maintain topology
information when there is no traffic, and like proactive
protocols, they incur minimal setup time when a con-
nection needs to be established. Stateless location-based
routing protocols are arguably the most scalable reactive
ad hoc protocols currently known.

However, the stateless property precludes any precise
control over the routing path, because such a control
almost necessarily implies propagation of routing infor-
mation. As we shall see, effective multipath routing is
impossible without considerable control over the exact
path taken.

B. Multipath Routing

Multipath routing protocols aim to build more than
one path during one route discovery phase, preferably
with little additional work on top of that needed to
establish a single path. The main advantages of multipath
routing protocols are fault tolerance and load balancing
[6].

In multipath routing protocols, when one path breaks,
communication can continue via the remaining paths,



while a new path is established to replace the broken one.
This is the fault tolerance property. It can avoid disrupt-
ing time sensitive services. Since location-based routing
protocols do not have a route setup phase, a location-
based multipath routing protocol would necessarily focus
on the other property – load balancing.

Load balancing refers to the distribution of traffic
among available network resources, like different pos-
sible routes. Load balancing can be a complex cross-
layer design problem involving resource allocation over
different layers of the protocol stack. However, in this
paper we focus solely on providing high-quality multiple
paths in layer 3. To reduce contention between the
multiple paths, multipath protocols usually require the
paths to be either link-disjoint or node-disjoint. Link-
disjoint paths must not share a common link, whereas
node-disjoint paths must not share a common node.

Most current ad hoc multipath routing protocols
are extensions of Ad hoc On-demand Distance Vec-
tor (AODV) protocol [10] or Dynamic Source Routing
(DSR) protocol [11], the two most prominent ad hoc
routing protocols today. Both AODV and DSR are re-
active in the manner that they discover new routes using
a network-wide flood of route requests. Not surprisingly,
multipath protocols emphasize on redesigning the route
discovery phase. The different protocols compete on
designing route request (RREQ) and route reply (RREP)
propagation rules that find as many paths as possible with
the desired disjointness and hop count requirements.

C. Problem Statement

From the preceding discussion, we can see a clear
mismatch between location-based routing and current
multipath routing protocols. In location-based routing
protocols, the sender only needs minimal information
to send out a packet, therefore no network-wide flood
or setup delay is necessary. In contrast, discovering ef-
fective multiple paths requires a more involved flooding
process and when existing routes are broken, a new
route discovery cycle may be necessary. It is therefore a
challenge to design a location-based multipath protocol
that 1) is stateless, and 2) finds multiple paths satisfying
strict disjointness conditions.

In this work, we propose to insert an additional layer
between the location-based routing protocol and the link
layer protocol, as shown in Figure 1. The Skewed Map
Forwarding (SMF) protocol is responsible for altering
the view of the network as seen by the layer above,
so that we can assert some influence on the location-
based routing protocol without modifying them. This

novel approach makes our multipath protocol a generic
extension that is applicable to all location-based routing
protocols.

Fig. 1. Layers of a location-based ad hoc protocol stack

II. SKEWED MAP FORWARDING

A. The Protocol

The principle technique SMF uses to influence the
path taken by the packets is to map the nodes’ physical
addresses to logical coordinates, and to run the location-
based routing protocol in logical coordinates. The mech-
anism is demonstrated in Figures 2 to 4.

Fig. 2. An example ad hoc network

Fig. 3. Intermediate nodes have been moved upwards relative to S
and D.

Fig. 4. Intermediate nodes have been moved downwards relative to
S and D.



Figure 2 shows an arbitrary ad hoc network and the
chain of arrows depicts a likely route discovered by
greedy forwarding. If SMF maps physical addresses to
logical addresses in such a way that the positions of
both the source and the destination are unaffected but all
the intermediate nodes are moved upwards (by different
amounts), then to the location-based routing protocol in
the upper layer, the network appears as in Figure 3.
Assuming greedy forwarding, the route discovered is
likely to be the one in the figure, S → 2 → 5 → 8 →
10 → D. Similarly, if SMF’s mapping function moves all
intermediate nodes downwards, then the network would
look like Figure 4. The likely route to be chosen is then
S → 1 → 3 → 6 → 9 → D.

In reality, the mapping function of SMF is parameter-
ized, it can either be the one shown in Figure 3 or the
one in Figure 4, depending on the value of the parameter,
which we refer to as α. The α value to be used by SMF
to route a particular packet is recorded in the header of
the packet. Therefore, every packet can have a different
α value.

Fig. 5. Packets are forwarded along two different paths

It is important to remember that the different networks
shown in Figures 3 and 4 are simply an illusion created
by SMF. There is only one physical network, shown in
Figure 2. If we send a stream of packets with alternating
α values, then the packets will follow the two different
paths to their destination and the network traffic is shown
in Figure 5. We have incorporated multipath routing
into a location-based ad hoc network, and the resulting
protocol remains stateless.

B. The Mapping Function

The mapping function from physical address to logical
address lies at the heart of the SMF protocol. The im-
portance of the mapping function is that it redefines the
preferred path of the location-based routing protocol. In
a plain location-based routing protocol, the straight line
connecting the source and the destination is the preferred
path1. If SMF is in use, then the straight line connecting
the source and the destination in logical coordinates

1At least when only greedy forwarding is considered.

is the preferred path. The shape of the preferred path
in physical coordinates therefore depends solely on the
mapping function.

Regardless of the exact form of the preferred path,
we may assume a reasonable choice has the following
properties:

1) It passes through points (−1, 0) and (1, 0), the
normalized source and destination addresses.

2) The preferred paths when α = α0 and α = −α0

are symmetrical about the x-axis.
3) When α = 0, the preferred path is the x-axis.
4) As the absolute value of α increases, the preferred

path deviates further from the x-axis.

A very simple type of mapping function with the
properties above is defined as follows:

(x′, y′) = fα(x, y) = (x, y − α · p(x))

Here, the coordinates of the source and of the des-
tination have been normalized to (−1, 0) and (1, 0)
respectively. It is easy to verify that the function α ·p(x)
defines the new preferred path in physical coordinates
given the value of α. The function p(x) defines the
preferred path when α = 1. The preferred paths at other
α values are obtained by vertical scaling.

The function p(x) can take on many formats, such
as Bezier curves or simple polynomial functions. In this
paper, we use

p(x) = 1 − x6

III. PARAMETER TUNING

Whereas intermediate nodes participating in SMF only
needs to route according to the α-values recorded in the
header of the packets, it is the responsibility of the end
nodes to decide the exact α values to use for optimal
multipath performance.

Fig. 6. Effect of α value on the preferred path

Larger |α| values cause the paths taken to deviate
further from the shortest path. This leads to a larger
hop count and may degrade the network throughput.
Conversely, if the |α| values are too small, the different



paths may be too close, which results in contention
among nodes transmitting packets simultaneously. Typ-
ically, conventional multipath routing protocols enforce
the following criteria during the path discovery phase:

1) The hop-count of every alternative path discovered
must satisfy some requirement. For example, in
Split Multipath Routing (SMR) [9], intermediate
nodes only propagate RREQs whose hop count is
not larger than that of the first received RREQ.

2) The alternative paths discovered must satisfy some
disjointness requirement, such as node-disjointness
or link-disjointness.

The above criteria help the protocols discover efficient
multiple paths. However, they are tied to the route
discovery phase. In SMF, the absence of such a phase
necessitates continuous adjustment to the α values used.
In this section we discuss how the appropriate α values
are found.

A. Establishing the Value of α

We study the case when two paths are used for each
data stream S → D. The same scheme can be adapted
to more than two paths with minor modifications. For
simplicity, we shall use α0 and −α0 (α0 > 0) as the
α values of the two paths. The optimal α0 is then the
smallest α0 for which there is no contention between the
two paths.

We first try to estimate the range of “reasonable” α0

values in SMF. Let s be the average distance between
neighboring nodes, Pα be the preferred path given the
α value, and let p(x) = 1 − x6 as previously defined.
We observe that even if S and D are 20s apart, Pα

and Pα+0.05 are separated by at most s/2. Therefore,
in medium-sized networks with at most a few hundred
nodes, changes of α smaller than 0.05 can be considered
insignificant. On the other hand, when α = 2, the length
of the preferred path is almost three times the direct
distance between S and D. Having a higher performance
than the plain location-based routing protocol when α >
2 is highly unlikely. Therefore, the “reasonable” range
of α0 is fairly limited, roughly between 0 and 2.

At the beginning of each data stream S → D,
we can set α0 to a moderate value. 0.5 is used in
our implementation. Then, after each packet is sent, S
decreases α0 by a small amount, for example, 0.002.
If a packet arrives at D with the contention bit unset,
no action is required at D. Otherwise, D informs S to
increase α0 by sending the value (a + 0.1) in an α-
update, where a is the α0 value of the packet that has
just arrived with the contention bit set. Upon receiving

an α-update, S changes its α0 value accordingly. The α-
updates can be piggybacked to other packets from D to
S, for example, TCP ACKs or the data stream D → S if
the communication is two-way, such as in a voice call.
In the worst case, separate α-update packets need to be
sent from D to S.

Fig. 7. Change of α value over time in a static network

Over a period of time, in a static network, the α0

value varies as shown in Figure 7. One α-update packet
is needed for roughly every 0.1/0.002 = 50 data packets,
so in the worst case, SMF adds about 2% to the network
load in terms of the number of packets sent. The average
α0 of all data packets is (optimal α0 + 0.05).

In a dynamic network, the optimal α0 value changes
over time. Suppose the optimal α0 suddenly increases
from a to a+1. S sends the next data packet with α0 = a,
which arrives at D with the contention bit set. D replies
with an α-update containing the value (a+0.1). The next
data packet leaving S has an α0 of (a+0.1), and it arrives
at D with the contention bit set. The process repeats and
the outgoing α0 increases by 0.1 every round-trip time
(RTT). The new optimal α value is reached in 1/0.1 =
10 RTTs.

Now let us suppose the optimal α0 suddenly decreases
from a to a− 1. S decreases α0 by 0.002 for each data
packet sent and never receives any α-update. The new
optimal α0 is reached after 1/0.002 = 500 data packets
have been sent. In either situation, SMF finds the new
optimal α0 in a reasonable amount of time, even after
a drastic change in the network topology that shifts the
optimal α0 by 1.

B. Contention Detection

The intermediate nodes are responsible for setting the
contention bit of a packet if the desired disjointness con-
dition is violated. For example, to maintain node-disjoint
paths, each intermediate node caches the (src, dest, α)
tuple of recently forwarded packets. If an incoming
packet matches the source and destination of a previous
packet, but the signs of α are opposite, then a contention
has been detected. Link-disjoint paths can be maintained
similarly.



Although node-disjoint paths and link-disjoint paths
are the most commonly used, neither is contention-free at
the MAC layer, assuming IEEE 802.11 is used. Our sim-
ulation shows that even node-disjoint paths, the stricter
of the two, fail to deliver near-optimal performance in
SMF. For this reason, in this work we introduce an
even stricter requirement, range-disjoint paths. Range-
disjoint paths are paths that can be used simultaneously
at the physical and link layers, except in the transmission
ranges of the source and of the destination.2

We detect violations of range-disjointness in a similar
way to how we detect violations of node-disjointness.
However, every node now listens in promiscuous mode
and caches the (src, dest, α) tuple of every recently for-
warded and overheard packet. Two packets with the same
source and destination but opposite signs of α indicate
contention, unless the intermediate node is within the
transmission range of the source or of the destination. It
is easy to show that this method is consistent with the
range-disjoint condition defined on IEEE 802.11 MAC
layer.

IV. PERFORMANCE EVALUATION

A. Simulation Environment

In this work, we evaluate the empirical performance
of SMF by simulation using the GloMoSim simulator
(version 2.02). We compare the performance of the bare
GPSR protocol against GPSR with the SMF extension.

A static network is simulated in this work due to
certain abnormalities of the GPSR protocol encountered
in mobile networks, which are documented briefly at the
end of this section. Our simulation terrain consists of
100 nodes with three pairs of communicating nodes and
a total of six Constant Bit-Rate (CBR) data streams. Each
simulation is repeated five times with different random
seeds and each run lasts five minutes of simulation
time. The delay between two packets are adjusted and
the delivery ratio is plotted against the delay between
packets.

B. Simulation Result

The summary of our simulation results are presented
in Figures 8 and 9. In Figure 8, we manually set the
value of α in order to observe the effect of different α
on the delivery ratio. We use the same α value for all
the data streams. When α is set to zero, the protocol
is equivalent to GPSR. As we increase the α value up

2It is impossible for two nodes to communicate with the source or
with the destination simultaneously, therefore we make this exception
so that range-disjoint paths are possible.

to 0.8, we observe a boost in the delivery ratio. Further
increase in the α value has a negative impact on the
performance as the paths deviate further and further from
the shortest path. Note that the optimal α value is highly
dependent on the simulation scenario and it is therefore
difficult to generalize our findings here.

Fig. 8. Performance of SMF with fixed α values

Fig. 9. Performance of SMF with automatic α values

In Figure 9 we turn on the automatic tuning of α
value and compare the performance with that of bare
GPSR and GPSR/SMF with a fixed α value. The α’s of
each data stream are now independent from each other.
We observe that both range-disjoint paths and node-
disjoint paths offer a better performance than bare GPSR
(α = 0), and the performance of range-disjoint paths is
comparable to that of α = 0.8, the best performance we
obtained from trying different fixed values of α. This
demonstrates that our tuning algorithm is able to deliver



near-optimal performance without any hints about the
application scenario.

C. Abnormalities of GPSR

One of the theoretical strengths of stateless location-
based routing protocols is the efficiency in networks with
rapidly changing topology. However, while simulating
GPSR, we encountered a few abnormalities in dynamic
networks which result in temporary routing loops. The
problem interferes with the contention detection mecha-
nism and we are forced to use a static network instead.
These abnormalities are briefly documented here.

Although the GPSR protocol is shown to be free of
routing loops, certain assumptions of the protocol are
not realistic in practice. The most well-known one is
likely the unit-disk assumption, which asserts that the
transmission range is the same for all nodes and in all
directions. The reality is shown to be very different [7].
Nevertheless, the simulation environment that we use
observes this assumption.3

The family of abnormalities that we encountered while
simulating the bare GPSR protocol relates to the mobility
of nodes. GPSR assumes that the network is static
during the transmission of a packet, because the duration
of the latter is short compared to the frequency of
topology changes. While this assumption is reasonable
in most cases, there are at least two scenarios where the
probability of incorrect routing is non-negligible. The
two scenarios are documented below.

a) Boundary Traversal: When perimeter routing
starts, GPSR records the first hop traversed in the packet
header. If the graph is disconnected, the packet will
traverse the boundary of the entire connected subgraph
of the network and eventually traverse the recorded link
again. GPSR detects the second traversal and correctly
discards the packet.

However, if the network is reasonably large, the time
between the two visits of the link can be relatively
long. If the link is broken or if it is no longer on the
boundary of the connected subgraph, GPSR will not be
able properly discard the packet, leaving the packet in
the network until its Time To Live (TTL) expires.

b) Inconsistent Planarization: Face routing re-
quires the connectivity graph to be planar. Since con-
nectivity graphs are often not planar, GPSR needs to

3More specifically, the assumption is valid in GloMoSim in phys-
ical coordinates, but not necessarily valid in logical coordinates.
For this reason, SMF does physical to logical mapping only for
GPSR greedy-mode packets. GPSR face routing still runs in physical
coordinates.

planarize the graph in face routing mode. On the other
hand, in GPSR location updates are delivered without
guarantee, typically by IEEE 802.11 broadcast. There-
fore, different nodes often know slightly different loca-
tions of other nodes due to lost location updates. The
inconsistency in itself is not particularly harmful, but it
could interact with GPSR’s planarization algorithm in an
undesirable way.

An instance of the problem is depicted in Figure 10.
Node A knows a slightly different location of Node B
from Nodes B and C . With the right relative positions,
this small difference could cause the edge AC to be
pruned during planarization from A’s point of view
(shown on the left) but not from B’s and C’s point of
view (shown on the right). Under the right-hand rule of
face routing, when an incoming packet reaches A, A
forwards it to B (A should have forwarded the packet
to C had the edge AC not be pruned), which in turn
forwards it to C and then back to A, creating a routing
loop A → B → C → A → · · ·. Once a packet has
entered the routing loop, a correctly received location
update will not free it from the loop. Again, the packet
is only dropped after its Time To Live expires.

Fig. 10. Inconsistent Planarization

The abnormalities documented above cause prolonged
existence of certain packets in the network. This inter-
feres with our contention detection mechanism, causing
unnecessary fluctuationsn of the α value. As such, we are
forced to use a static network in our evaluation. Given
the stateless nature of the protocols concerned, static
networks should also give us a reasonable assessment.

V. SECURITY-RELATED APPLICATION

SMF provides a mechanism to influence the path cho-
sen by location-based routing protocols in a non-intrusive
manner. While this paper focuses on its application as
a multipath extension, SMF can be applicable in other
situations where such capability is beneficial. In this
section, we demonstrate briefly how SMF could help in
securing location-based routing protocols.



When the sender knows or suspects that malicious
nodes are present on a route, it can steer its traffic
away from these nodes by using a different α value.
In particular, if the source fails to receive a legitimate
acknowledgment from the destination within a certain
time period, it can use SMF to resend the packet along
a different route. The sender can try different α values
until one is found that avoids the malicious node. This
is shown in Figure 11, where node 7 is malicious. Note
that the sender need not, and most likely does not, know
exactly which node is malicious to use this technique.

Fig. 11. Routing around malicious node 7

The stateless nature of location-based routing pro-
tocols, together with SMF, provide substantial security
benefits. Assuming an end-to-end security mechanism
is in place to provide confidentiality and integrity, the
main responsibility of a secure routing protocol is then
availability. Consequently, the main attack against ad hoc
routing protocols is the Denial-of-Service (DoS) attack.
The authors of Ariadne [12] noted that “attacks on an ad
hoc network routing protocols generally fall into one of
two categories: routing disruption attacks and resource
consumption attacks. In a routing disruption attack, the
attacker attempts to cause legitimate data packets to be
routed in dysfunctional ways. In a resource consumption
attack, the attacker injects packets into the network in
an attempt to consume node resources such as memory
(storage) or computation power.”

In a stateless location-based ad hoc network, the
effect of any routing disruption attack is limited to the
malicious node’s transmission range due to the absence
of routing messages. Non-neighboring nodes can usually
avoid the affected region by using suitable α values, pro-
vided that alternative routes exist. Therefore, location-
based ad hoc networks utilizing the SMF extension can
be largely immune to routing disruption attack from non-
neighboring nodes.

Regarding resource consumption attacks, [12] further
noted that “we require the ratio between the total work
performed by nodes in the network and the work per-
formed by the attacker is on the order of the number
of nodes in the network.” There are no broadcast mes-

sages in stateless location-based ad hoc networks, and
each data packet is transmitted at most TTL times. We
therefore conclude that resource consumption attack is
infeasible in such networks.

We have demonstrated that stateless location-based
ad hoc network with SMF extension can be largely
immune to both types of DoS attacks launched from non-
neighboring nodes. As the IEEE 802.11 MAC layer itself
is vulnerable to DoS attacks from neighboring nodes, no
secure routing protocol can do better in defending against
DoS attacks by protecting against malicious neighbors.
Although we cannot claim the best possible security,
we believe that SMF coupled with proper end-to-end
security such as IPSec can provide enough security for
most civilian use-cases.

VI. FUTURE WORK

The current SMF parameter tuning mechanism does
not explicitly monitor the impact of increasing α on the
hop-count. Ideally we want to set an upper limit on the
hop-count relative to that of the shortest path. The α
value is not allowed to further increase when this limit
is reached, therefore it is guaranteed only “good” paths
are ever used.

The contention detection mechanism can be ex-
tended to consider the contention between unrelated
data streams, making the protocol avoid congested areas
in the network. In other words, we can optimize the
α values globally. Devising a completely distributed
algorithm for such optimization that converges fast in
changing topology can be a significant challenge.

It is yet unclear how well SMF performs in sparse
networks and in networks with obstacles. In these sit-
uations, SMF may not be as effective as conventional
multipath protocols in discovering certain routes, such
as the ones that traverse between obstacles. Further
simulations and/or mathematical analysis are needed.

VII. CONCLUSION

The Skewed Map Forwarding (SMF) protocol is a
generic extension to location-based ad hoc routing pro-
tocols that enforces disjointness requirements and pre-
serves the stateless property of location-based protocols.
It gives us flexible control over the path chosen by
the location-based routing protocol without modifying
the routing protocol itself. We also devise a method to
automatically tune the parameter, α, used by SMF and
demonstrate through simulation that the tuning algorithm
is able to find near-optimal values of α.
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