
NOMAD: Appliation Partiipationin aGlobal Loation ServieKris Bubendorfer and John H. HineShool of Mathematial and Computing Sienes, Vitoria University of Wellington,P.O.Box 600, Wellington 6001, New ZealandKris.Bubendorfer�vuw.a.nz, John.Hine�vuw.a.nzAbstrat. The rapid growth of the world wide web has led to the widerappreiation of the potential for Internet-based global servies and ap-pliations. Currently servies are provided in an ad ho fashion in �xedloations, whih users loate and aess manually. Mobility adds a newdimension to the loation of suh servies in a global environment. Mostsystems supporting mobility rely on some form of home-based redire-tion whih results in unaeptable residual dependenies. Nomad is amiddleware platform for highly mobile appliations. A signi�ant ontri-bution of the Nomad platform is a novel global objet loation serviethat involves the partiipation of both appliations and global strutures.1 IntrodutionMobile ode is a powerful paradigm for the reation of distributed software [1℄.Appliations onstruted of mobile ode are able to exeute more eÆiently, ex-ploit heterogeneity and dynamially adapt to hanges in their environment. TheNOMAD (Negotiated Objet Mobility, Aess and Deployment) [2℄ arhitetureis a platform that provides a distributed systems infrastruture to support ap-pliations onstruted of mobile ode. The hallenges faed by suh appliationsinlude: the disovery of resoures required for exeution, the establishment ofrights to aess these resoures, and the ability of an appliation to loate andoordinate its omponent parts. These issues are addressed by three omple-mentary platform elements. Firstly NOMAD embodies an eletroni Market-plae, through whih appliations loate and obtain the resoures they require.Seondly, appliations form ontrats with the virtual mahines on whih theyexeute, speifying the quality of servie to be provided. Lastly, NOMAD pro-vides a global loation servie, to trak the migration of ode throughout thesystem, and to enable the various omponents of an appliation to oordinate tosatisfy their olletive goals. The ability to rapidly and reliably loate a mobileobjet or other resoure is a ritial and limiting fator in the growth of anylarge sale distributed system.Loation servie researh has previously onentrated on arhitetures witha geographial or organisational basis [3{7℄. Most middleware loation servies,



IIsuh as those o�ered by CORBA and Java RMI, do not address the questionof mobility on a global sale, nor solve problems with residual dependenies.Other tehnologies suh as Mobile IP [8℄ do not address loation independene,transpareny or residual dependenies.This paper presents the Nomad loation servie, the design of whih involvesthe partiipation of both appliations and global infrastruture.2 An Overview of the Nomad ArhitetureNOMAD onsists of loosely oupled ooperating virtual mahines, named De-pots, that host distributed appliations. Eah Depot independently provides aolletion of loal resoures ranging from CPU yles through to onsistenyprotools, whih are made available to appliations in return for payment. Ap-pliations utilise these resoures to provide servies to their lients, and negotiateto alter their resoure pro�le as the demand for their servies hanges.An appliation within NOMAD is a logial grouping of mobile ode thatperforms one or more servies (funtions) for some lient (another appliation,user et.), employing the resoures of one or more Depots. An appliation anrange from a single mobile agent, implemented within a single piee of odeand o�ering a single servie, through to a olletion of many piees of mobileode o�ering many di�erent servies. The distintion is that an appliation is anautonomous unit of administration and identity, that is, the parts are ohesiveand managed olletively.Many language based objets, suh as integers and strings, are too small tobe independently mobile. An appliation's objets are arranged (by the program-mer) into Clusters. The Cluster is a sophistiated wrapper that provides bothmehanisms for mobility, and isolation of namespaes. Referenes within a Clus-ter are handled by standard run-time support for intraproess ommuniation,while all referenes outside the Cluster take plae as interproess ommunia-tions via proxies.An appliation is responsible for: initiating negotiation for resoures, diret-ing the distribution of its own lusters, handling unreoverable failures, andmaintaining part of the loation servie. Eah appliation ontrols its degree ofdistribution by plaing and repliating its lusters to ahieve QoS goals suh asredued lateny to lients, redundany and onurrent proessing. The applia-tion negotiates with Depots via the NOMAD Marketplae for the resoures thatit requires. For their part, Depots use poliies [9℄ to prie their resoures and toorganise suh things as the balane of work amongst a federation of Depots, orthe quality of servie ranges that individual Depots o�er. A federation of Depots(as shown in Fig. 1) reets ommon ownership, or administration of the Depots.An appliation within Nomad onsists of at least: a Contat Objet (CO),Servie Objet (SO) and Loation Table (LT). Figure 1 illustrates a lient (C1)bound to the CO of Appliation 1, with whih it must negotiate in order toobtain a servie objet. This situation is shown by lient (C2), whih is boundto the SO of Appliation 2 and from whih it is reeiving the requested servie.
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Fig. 1. Interations.Eah Depot [10℄ onsists of a Depot Manager and a set of managed virtualhosts (vHosts). Management poliies ditate how eah Depot will reat to spe-i� irumstanes: how it will ensure levels of servie and how it interats withDepots within and outside of its federation. The Depot Manager is also respon-sible for responding to negotiation, harging, and arranging the hosting of theglobal NOMAD infrastruture omponents. A vHost is a virtual mahine onwhih appliation ode exeutes. A vHost is responsible for managing physialresoure use, seurity, fault detetion, and ommuniation.The Marketplae provides a set of servies allowing appliations to disoveravailable resoures and to ontrat with Depots for the provision of those re-soures. Negotiation within the Marketplae utilises the the Vikrey aution [11℄protool. Appliations requiring a ontrat onstrut a desription of their re-quirements in a resoure desription graph.The ombination of the onsistent loal infrastruture provided by the Depotarhiteture, and the global infrastruture provided by NOMAD servies, om-bine to form a onsistent and interloking environment for distributed mobileappliations. The loation servie provides dynami binding to mobile objetsand the initial disovery of servies | by providing a referene for an appropriateontat objet.The remainder of this paper inludes setion 3.1, a short introdution onnaming that illustrates how the Nomad loation servie, integrates with the pro-posed Internet Engineering Task Fore uniform resoure naming sheme (URN).The ontribution of this paper, however, is in the design of the Nomad loationservie, and this starts with the underlying motivation in setion 3.2.



IV3 The Nomad Loation ServieA loation servie needs to trak the loation of eah mobile objet throughoutthat objet's lifetime. In a large sale distributed system the loation servie mayhave to deal with billions of objets, some of whih will be moving frequently.Saling a system to this degree requires wide distribution, load balaning and aminimum of oordinating network traÆ. The general apabilities required forthe Nomad loation servie are that: a lient should be able to loate and bindto a target appliation for whih it holds only a name, the reloation of an objetshould be supported in a manner that is transparent to the users of that objet,an appliation should be able to loate and bind to all of its element objets,and the servie should sale.3.1 NamingThe URN [12{14℄ is a human readable name whih is translated into a physialloation (possibly a URL) by a URN resolver.The purpose or funtion of a URN is to provide a globally unique, per-sistent identi�er used for reognition, for aess to harateristis of theresoure or for aess to the resoure itself [12℄.URNs are intended to make it easy to map other namespaes (legay andfuture support) into the URN-spae. Therefore the URN syntax must providea means to enode harater data in a form that an be sent using existingprotools and transribed using most keyboards [15℄.Eah URN has the struture <URN> ::= "urn:"<NID>":"<NSS>. The NID(namespae identi�er) distinguishes between di�erent namespaes, or ontexts,whih may be administered by di�erent authorities. Suh authorities ould in-lude ISO, ISBN, et. The NSS (namespae spei� string) is only valid within itspartiular NID ontext, and has no prede�ned struture. As pointed out in [13℄,the signi�ane of this syntax is in what is missing, as it is these omissionswhih make the URN persistent. That is, there is no ommuniations protoolspei�ed, no loation information, no �le system struture and no resoure typeinformation.URN resolution an be broken down into two steps; �nding a resolver fora partiular URN, and then resolving that URN. Finding a spei� resolverrequires a Resolver Disovery Servie (RDS) [16, 14℄ as shown in Fig. 2. It isimportant to emphasise that the RDS need not ope with the high degrees ofmobility, as found in Nomad, but rather must ope with the lesser mobility ofNID resolvers.URNs solve the naming problem, and use of the RDS integrates the supersetof URN shemes. However, the loation problem remains unaddressed, and so-lutions to the loation problem are domain spei�. The remaining parts of thispaper are dediated to doumenting the design of the Nomad loation servie.From the point of the naming system, the Nomad loation servie ful�ls the roleof URN Resolver for the Nomad ontext.
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find urn:phone:nz:wellington:edu:victoria+64−04−472−1000Fig. 2. Resolver Disover Servie.3.2 Exploiting Appliation LoalityExisting systems, suh as those ited in Set. 1, have one thing in ommon: areliane on geography | either based partly on ountry odes as in the DNS,or totally as with the quad tree mapping in Globe. The major argument be-hind Globe's use of a geographial struture is to provide loality of referene.In highly mobile systems suh as Nomad this no longer holds true, as applia-tion objets are envisioned as using their mobility to move loser to lients andresoures. Using an organisational basis is also problemati for the same reasons.Instead there is another form of loality whih an be exploited | the loalityof referene within an appliation. If you interat with an appliation objet one,hanes are that you are quite likely to interat with it, or a related objet fromthe same appliation, again.The Nomad loation servie endeavours to take advantage of this and buildsthe basis of its loation servie around the onept of the appliation. That is,eah appliation is wholly responsible for traking and loating its objets onbehalf of itself, the Nomad system and its lients. In order to do this, the appli-ation maintains a set of loation tables (LTs) that hold the urrent loationsof all of the appliation's Clusters, and onsequently their objets. In additionto providing loality of referene, an appliation's loation tables exhibit a highdegree of inherent load distribution (they are as distributed as the appliationsthemselves), and permit the appliation to tailor its loation table to suit itsneeds and referene harateristis.3.3 Design OverviewThe Nomad loation servie must meet two distint requirements; the disov-ery of servies and the resolution of out-of-date bindings. Disovery provides anexternal interfae used to establish an initial binding, while rebinding oursinternally and transparently. These two systems at independently but syner-gistially and are illustrated in Fig. 3. In addition, this �gure highlights theseparation between the Nomad level servies above the dividing line, and theappliation level ones below.The following list is a brief overview of the various loation servie ompo-nents whih feature in Fig. 3:
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SOFig. 3. Disovery and rebinding are omplementary parts of the loation servie.{ Yellow Pages (YP): The Yellow Pages is the Nomad URN resolver, re-turned by the URN RDS from Fig. 2. The Yellow Pages takes a textual URNstring and returns a referene to a ontat objet representing the servienamed. This is a Nomad level servie.{ Contat Objet (CO): Part of the appliation responsible for negotiatingwith the lient to provide needed servies. One negotiation is suessfullyompleted, the ontat objet returns a servie objet interfae to the lient.{ Servie Objet (SO): This is any objet within the appliation whihprovides a ontrated servie to a lient. It is to this objet that the �nalbinding is made.{ Loation Table Objet (LT): A required part of eah appliation withinNomad. A loation table ontains referenes to all of the Clusters omposingan appliation and is responsible for traking their movement.{ Loation Table Loator (LTL): The loation table loator is a well knownNomad servie. It is responsible for loating and traking all the loationtables of all of the appliations exeuting within Nomad. The initial refereneto the LTL is obtained via the Yellow Pages and ahed by eah Depot.{ Loal Interfae Repository (LIR): This is not part of the loation servieas suh (not shown in Fig. 3), rather it is part of the Depot arhiteture. Itis maintained by the loal Depot and ats as a soure of useful referenes,suh as the LTL. The LIR may be aessed by both appliations and vHostsresident on a partiular Depot.Eah mobile Cluster has a referene to a loation table objet, whih isshared by all mobile Clusters belonging to the same appliation. The loationtable objet, whih is in its own mobile Cluster, has in turn a referene to theglobal loation table loator. All objets reated in a mobile Cluster share thesame loation table.As an example, onsider a lient whih holds a textual URN for a serviewhih it needs to use. This requires the disovery faet of the loation servieand the �rst step is to �nd a resolver for the URN using the RDS. One theRDS system identi�es the Yellow Pages as the Nomad URN resolver, the nameis resolved returning a binding to an appliation spei� ontat objet. The



VIIservie is then provided to the lient via a servie objet returned through theontat objet.When an objet moves, all existing bindings held on that objet beomeoutdated. Resolving these bindings needs the rebinding hierarhy of the loationservie. One a binding is outdated, subsequent invoations on that objet willfail. The loal proxy representing the binding will transparently rebind via aahed referene to the objet's Cluster's loation table. As the loation table isalso a mobile objet, it may also have moved, requiring the rebinding to resortthe next level | the loation table loator (LTL).
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Fig. 4. Division of Labour.Figure 4 illustrates the division of labour between the omponents of thenaming and loation servie resulting from this loation servie arhiteture. Asthe load inreases towards the bottom of the pyramid, so does the degree ofdistribution.The remainder of this paper is dediated to disussing in greater detail, theindividual loation servie omponents. Setions 3.4 through 3.7 are arrangedfollowing the di�erent phases of an appliation's life within the system, that is,its reation, registration, disovery, mobility and rebinding.3.4 Creating an AppliationLet's �rst onsider reating an appliation from outside Nomad. To do this, alaunher negotiates for an initial vHost on whih the appliation an be started.The launher then invokes the reateAppliation method on the vHost, trig-gering the events detailed in Fig. 5. The vHost starts by reating a Cluster forholding the new appliation's loation table, and sets the resolver1 for the loa-tion table Cluster to be the loation table loator. The loation table objet isthen instantiated inside the new Cluster.The vHost next reates a Cluster for the appliation objet and sets its re-solver to the newly reated loation table objet. It then instantiates an objetof the spei�ed appliation lass in the appliation Cluster and returns to thelaunher the interfae (if any) on the appliation objet. From this point the ap-pliation will start to exeute and onstrut itself independently of the launher.1 Eah mobile Cluster has a ahed referene to its resolver.
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IXThe appliation starts by obtaining a referene to a ontat objet (CO)representing itself, usually by reating it. The next step is to �nd the YellowPages with whih the appliation needs to register, by using the Depot's LIRto aquire a referene to the Yellow Pages. With the Yellow Pages stub, it thenregisters the URN::CO assoiation.There is no ditate over what mappings are registered, ombinations ouldinlude; one URN to one ontat objet, multiple URNs to one ontat objet,or multiple URNs to multiple ontat objets.As an example of what may be registered, onsider the following URN whihan appliation wishes to register: urn:nomad:apps/urrenyonverter. Theassoiated ontat objet may o�er di�erent levels of servie e.g. gold, silver andbronze, and will return the appropriate servie objet for eah level. Alternativelythe appliation ould register three di�erent URNs, eah with a unique ontatobjet for the individual servie levels.3.6 Obtaining a ServieFigure 7 illustrates the four steps and seven messages whih are needed to obtaina servie from an appliation, starting from a textual servie name. The examplegiven here shows the initial binding to a Whiteboard appliation | from outsidethe Nomad system. From within the system, the RDS step would be unneessaryas the referene to the Yellow Pages is available from the LIR, the external aessis shown here for ompleteness.
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erviceFig. 7. Loating an Objet.The �rst step involves the disovery of the URN resolver that resolves namesfor the domain urn:nomad. In Nomad the URN name resolver is the YellowPages, to whih a referene is returned by the RDS. The lient then queriesthe Yellow Pages with the same URN, and in reply gets a referene to the



XWhiteboard ontat objet. The methods whih a lient an invoke on a ontatobjet depend upon the appliation | in this ase it is a request for a sharedWhiteboard. The Contat objet returns a WhiteboardPubli stub to the lientwhih is an interfae on the servie objet and is used to write to the Whiteboard.All four steps need only be performed one during interation with a servie.However, when dealing with mobile objets it is possible that an objet willhave moved sine it was last referened. This then requires rebinding to ourtransparently, as detailed in Set. 3.7.3.7 Moving and Rebinding an ObjetFrom the perspetive of the loation servie, moving an existing objet is sim-ilar to reating a new objet. The migration proess transparently invokes themap method on the loation table responsible for traking the migrating ob-jet's Cluster. This ensures the orret binding of future referenes, but does notresolve the issue of outstanding referenes whih no longer speify the orretloation.
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XIIoutdated, as they will be automatially rebound the �rst time they are invokedand found to be inorret. This means that unless the appliation hanges itsontat objet, the Yellow Pages does not need to be immediately updated toreet hanges due to mobility of the ontat objets. Instead, the Yellow Pagesan utilise a lazy, best e�ort update as omissions, delays and inonsistenies willbe aught and then orreted by the rebinding system.4 ImplementationThe loation servie has been implemented in a Java prototype of the Nomadarhiteture. Loation tables are reated and managed automatially as partof the Nomad mobile Cluster pakage. The system aommodates transparentrepliation of loation tables, onsisteny and fault tolerane, details of whihappear in [2℄.This paper has onentrated on the overall arhiteture of the twin disov-ery and resolution hierarhies, and the novel appliation level loation tables.Development of a spei� loation table loation servie would be redundant, asother researh e�orts, in partiular Globe [5{7℄, are readily appliable solutionsfor this omponent of the system.5 SummaryThis paper presents a novel solution to the design of a distributed loation serviefor large sale mobile objet systems. The use of the appliation to optimise thedistribution of the loation tables, limits the impat of the majority of updatesto these small and infrequently mobile data strutures. The remaining globalworkload only involves resolving the loations of the loation tables themselves,ensuring an impliit ability to sale. Higher level bindings are stable within thedisovery hierarhy.The appliation arhiteture, whih separates the roles of ontat and servieobjets, along with the use of appliation spei� loation tables, enouragesan appliation to intelligently distribute itself to meet negotiated lient QoSrequirements.Referenes1. Lange, D.B., Oshima, M.: Seven Good Reasons for Mobile Agents. Communia-tions of the ACM 42 (1999) 88{892. Bubendorfer, K.: NOMAD: Towards an Arhiteture for Mobility in Large SaleDistributed Systems. PhD thesis, Vitoria University of Wellington (2001)3. Mokapetris, P.: Domain Names: Conepts and Failities. NetworkWorking Group,Request for Comments (RFC) 1034 (1987)4. Comer, D.E.: Computer Networks and Internets. 1st edn. Prentie-Hall (1997)
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