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Abstract—

Commercial clouds have become a viable platform for per-
forming a significant range of large scale scientific analyses —
due to the offerings of elasticity, specialist hardware, software
infrastructure and pay-as-you-go cost model. Such clouds repre-
sent a low upfront capital cost alternative to the use of dedicated
eScience infrastructure. However, there are still significant tech-
nical hurdles associated with obtaining the best performance for
the cost - it is easy to provision commercial clouds inefficiently
resulting in great and potentially unanticipated expense.

In this paper we introduce a new heuristic scheduling algo-
rithm Deadline Distribution Ratio (DDR) to address the workflow
scheduling problem with the objectives of minimizing the cost
of Cloud computing resources while satisfying a given deadline.
Within this context, we also investigate a range of different
deadline distribution strategies and their effect on the overall
scheduling performance. We then compare the DDR algorithm
against three other published algorithms, using five different
scientific workflows generated using the pegasus workflow gen-
erator, on a CloudSim simulation that implements a pricing
model based on AWS. In general, the DDR algorithm returns
the lowest costs across the majority of deadlines and workflows,
while maintaining a high scheduling success rate.

1 INTRODUCTION

Basic research and consequently, scientific discovery, are in
the midst of a disruptive transformation, as traditional exper-
imental and observational approaches are enhanced and even
supplanted by computational and data-intensive approaches.
Researchers in almost every field are now faced with new
opportunities and challenges that impact every stage of the
research lifecycle due to the exponential growth of data
volumes, data heterogeneity, and exploding analytical com-
plexity. Unfortunately small to medium research laboratories
and groups often lack the human and financial resources [1]]
to acquire and operate such large scale scientific discovery
intrastructures.

This has resulted in a migration of science workflows [2],
[3] from dedicated infrastructure - to commercial clouds [4],
using execution engines such as Globus [5[, and more recently
paradigm shifts such as that envisioned by the recently pro-
posed discovery cloud [[1]]. Such schemes require considerable
software infrastructure to meet the needs of the science com-
munity, and such software needs to operate efficiently and cost
effectively. One critical element is the provisioning of pay-per-
use instances, and the subsequent scheduling of workflow tasks
over them — in essence we need to complete execution on time
and within budget. Scientific workflows vary in size from a
couple of tasks to thousands, or million of tasks and these

need to be scheduled in parallel and dependency order over,
potentially, many instances. This is a workflow scheduling
problem - and is inherently NP-complete.

There are two significant phases to solving such a workflow
scheduling problem: selecting the task to be scheduled, and
selecting the instance to be provisioned. The choices made
in these phases naturally have a significant impact on the
overall cost of the resulting schedule and if it can meet
its overall deadline. One approach is to divide or distribute
the deadline over the workflow as sub-deadlines to ensure a
more manageable constraint satisfaction problem, and then to
provision the instances to meet these sub-deadlines [6], [7].
This leaves us with two fundamental questions:

o« What are the different possible ways to distribute a

deadline over a workflow?

o How do these different strategies effect cost?

To answer these questions in this paper, we explore a range
of strategies for distributing a deadline over a workflow and
evaluate these using a cloudSim simulation. We find that the
choice of distribution strategy has a significant impact on
performance. We then incorporate these findings as the basis
for a new heuristic scheduling and provisioning algorithm,
Deadline Distribution Ratio (DDR). We then compare the cost
and success rate performance of DDR against three previously
published algorithms JIT [8]], ICPCP [9] and our prior work
PDC [6]. The CloudSim simulation used in the evaluations
implements an AWS pricing model and use five different
scientific workflows generated using the Pegasus workflow
generator.

Our paper is organized as follows: Section [2| gives an
overview of existing approaches to scheduling workflows.
In Section 3] we define the workflow scheduling problem
and describe our system model. In Section [d] we present
our workflow scheduling algorithm. In Section [3] and [6] we
outline our CloudSim-based simulation followed by results
and performance evaluation. Finally, we summarize our work
in Section [71

2 RELATED WORK

Allocating workflow tasks to resources can be separated
into two stages, the first being scheduling and the second
is provisioning [10]]. Given a set of resources, the workflow
task scheduling phase aims to determine the optimal execution
order and task placement with respect to user and workflow
constraints [[11f], [[12]]. The resource provisioning phase aims



to determine the number and type of resources required and
then to reserve these resources for workflow execution [13]],
[14].

As there are several recent and comprehesive surveys [2],
[3]] on workflow scheduling, we need not duplicate the authors
efforts. Therefore, for brevity, we only include a review
of directly related deadline constrained workflow schedulers
designed for a pay-per-use cloud environment.

One of the main strategies in the literature in deadline con-
strained workflow scheduling is distributing deadline among
tasks [9], [[15]-[17]. The distribution phase usually consists
of two steps, workflow partitioning and deadline assignment.
In the workflow partitioning, tasks can be considered as inde-
pendent tasks in levels versus dependent tasks into different
paths.

Deadline Bottom Level (DBL) [15] and Deadline Top Level
(DTL) [16] are the most popular deadline distribution heuris-
tics. DBL categorizes tasks in bottom-top direction while DTL
partition tasks in the opposite direction, top-bottom. In the
DBL heuristic, tasks are grouped in different levels where there
are no dependencies between tasks in each level. However,
tasks in DTL are categorized into paths as synchronization
task or a simple task. A synchronization task is defined as a
task which has more than one parent or child [|16].

In the deadline assignment step, the overall deadline is di-
vided and distributed in proportion to the minimum execution
time of each level. However, in DBL, first the primary esti-
mation on fastest instances is calculated. Then, the difference
between the user-defined deadline and the primary estimation
is distributed uniformly among all levels.

In Deadline Early Time (DET) [17], tasks are partitioned
into two types: critical and non-critical activities. All tasks on
the critical path are scheduled using dynamic programming un-
der a given deadline. Non-critical tasks are backfilled between
critical tasks. However, the communication time between tasks
in a workflow is not taken into account by the DET scheduler.

In [18]], we introduced the Proportional Deadline Con-
strained (PDC) algorithm for scheduling e-Science workflows
on commercial clouds. The PDC distributes the deadline
proportionally based on the task execution time over the levels.

Latest Finish Time (LFT) is also used to distribute deadline
to individual tasks in several algorithms [8], [9]. LFT is the
latest time at which a task can finish its execution such that the
whole workflow can finish before the user defined deadline.

Infrastructure as a service (Iaas) Cloud Partial Critical Paths
(IC-PCP) [9] categorizes tasks in partial critical paths (PCP).
In the next step, the deadline is distributed to defined paths.
However, after execution of each PCP, the value of LFT needs
to be recalculated.

The Just in Time (JIT) algorithm proposed by Sahni and
Vidyarthi in [8] is a dynamic cost minimization deadline
constrained algorithm. The JIT algorithm attempts to combine
pipeline tasks into a single task that can abrogate the data
transfer time between co-located tasks. The majority of algo-
rithms prioritize tasks to find the best candidate for execution
however, no such policy is used in JIT.

3 WORKFLOW AND SYSTEM MODELS

A Directed Acyclic Graph (DAG) is the most common
representation of a workflow [19]. A workflow is defined as a
graph G = (T, E) where T = {to, 11, ...,t,} is a set of tasks
represented by vertices and E = {e;; | t;;t; € T} is a set
directed edges denoting data or control dependencies between
tasks ¢; and ¢;.

An edge e;; € I represents the precedence constraint as
a directed arc between two tasks ¢; and t; where ¢;,t; € T.
The edge indicates that task ¢; can start only after completing
the execution of task ¢; with all data received from ¢; and this
implies that task ¢; is the parent of task ?;, and task ¢; is the
successor or child of task ¢;. Each task can have one or more
parents or children. Task ¢; cannot start until all parents have
completed.

The cost of executing task ¢; on instance p; is calculated
as:

. wy?
TaskCostf: = {]\Z -‘ * Cj, (1)
where ¢; is the cost of instance p; for one time interval. The
execution time of task ¢; on instance p; is denoted by wi ’
and [V; is the number of intervals.
The overall cost of executing all tasks in a workflow is
defined as:
Cost, = Z TaskC’ostf:j. 2)
t;€G

We assume that cloud vendors provide access to unlimited
number of instances and the instances are heterogeneous (de-
noted by P = {po,p1...pn}, where h is the index of the
instance type). We also assume that all instances and storage
services are located in the same region and also assume that
the average bandwidth between the instances is essentially
identical.

4 THE DDR ALGORITHM

In this section we outline our new Deadline Distribution
Ratio (DDR) algorithm. In addition to the two phases of task
selection and instance selection, when we perform deadline
distribution, we also need to introduce two additional phases,
giving:

(A) Workflow partitioning: The workflow is partitioned into
dependency free bags of tasks, called levels.

(B) Deadline Distribution: The user-defined deadline (1) is
divided and distributed between levels. Each level gets its
own level deadline. All tasks in the same level, have the
same level-deadline.

(C) Task Selection: A task is selected based on its priority in
the ready list for execution.

(D) Instance Selection: The instances are chosen to meet the
available deadline.

Critically this section also introduces six base and 14
combined distribution strategies that are evaluated in this paper
as part of the overall DDR algorithm.



4.1 Workflow partitioning

We aim to maximize task parallelism by arranging tasks in
levels, where within each level no tasks have dependencies on
another in the same level. Each level can therefore be thought
of as a bag of tasks (BoT) containing a set of independent
tasks. To allocate all tasks into different levels we categorize
tasks in bottom-top direction. We describe the level of task
t; as an integer representing the maximum number of edges
in the paths from task ¢; to the exit task. The level number
(denoted by Np,) associates a task to a BoT. For the exit task,
the level number is always 1, and for the other tasks, it is
determined by:

Np (t;) = max {Np(tj)+ 1}, 3)

tjEsuce(t;)
where succ(t;) denotes the set of immediate successors of
task ¢;. All tasks are then grouped into Task Level Sets (TLS)
based on their levels.

TLS(¢) = {;| Ny, (t:) = ¢}, &)

where £ is an integer denoting the level in [1... N (tentry)]-

4.2 Deadline Distribution

4.2.1 Initial Estimation: The initial estimated deadline for
each level (¢) is calculated as:

InitialTsd(f): Toax {ECT(t;)}, 3)

TLS(¢)
where ECT(¢;) denotes the Earliest Completion Time (ECT)
of task ¢; over all instances and the ECT is defined as

ECT(t;) = {InitialT.q(0), EST (t;)} + wy,, (6)

max
Lepred(t;)
where EST (t;) is defined in equation. 9] pred (t;) denotes
the set of predecessors of task ¢;; w;, denotes the minimum
execution duration for task ¢; and ¢ indicates the parent level
t;. The task, teniry has no predecessors, its ECT is equal to
zero. In equation [5 the maximum ECT of all tasks in a level
is used as the overall estimate for that level. This duration is
effectively the absolute minimum time that is required for all
tasks in a level to complete execution in parallel.

4.2.2 Deadline Distribution Strategies: The main idea of
deadline distribution is simple as distribute deadline among
different levels and try to complete its execution before any
assigned sub-deadline such that the global deadline can be
met.

The baseline deadline distribution strategies are:

o Random (R): The deadline is allocated randomly over the

levels in the workflow.

o Uniform (U): Each level gets a 1/L share of the deadline,
where L is the total number of levels.

o Height Proportional (H): Each level gets a share of the
user deadline proportional to its distance from the entry
node.

o Width Proportional (W): Each level gets a share of the
user deadline proportional to the number of tasks within
that level.

o Area Proportional (A): Combines width and height strate-
gies to set the deadline for each level.

o Length Proportional (L): Each level gets a share of the
deadline non-uniformly based on the proportion of its
length. levels with longer tasks gain a larger share of the
user deadline.

We now present an example to show how the deadline is
distributed among different levels. Random needs no further
explanation, so the example will only detail the rest of baseline
strategies. Figure |1| shows the structure of a sample workflow
with ten tasks and their dependencies. In this figure, the left
column shows level numbers calculated by equation [3] The
right column is obtained by counting tasks in each level starts
from the exit task. In this example N,,,,=5 which is the
maximum level in the workflow. Also, a deadline of 165 is
assumed. This Number is arbitrary and serves as an example.

[ceverNarmber| [rask outer]
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Fig. 1: A Sample Workflow with 10 tasks.

Each strategy distributes the user deadline based on the
following basis (see Table [I| for the complete set of deadline
shares and assigned sub-deadline to each level):

o Uniform: Each level gets 165/5 share of deadline as our
workflow has five levels.

o Height Proportional: Each level is assigned a weighted
share of deadline relative to its height in the workflow.
This is calculated by:

Nmaz=

Zak—m

The Deadline Factor (DF) is calculated by:
deadline

pr = deadline_ 1%
Lweight 15

wezght

=11



For instance, level 4 consisting task B and C are assigned
a share of the deadline equal to 4 x DF =4 x 11 = 44.
o Width Proportional: Each level gets a share of deadline
depending the number of tasks in corresponding level:
deadline

165
DF=——""° -2

= 16.5.
tasknumbers 10 05

For instance, the deadline share assigned to level 4 with
two tasks is 2 x DF =2 x 16.5 = 33.

o Area Proportional: In this strategy, the deadline share
allocated to each level is a combination of height and
width strategies. Calculated by:

10
Lweight = Z k = 55.
k=1
The Deadline Factor (DF) is calculated by:
DF — deadline _ @ _3
Lweight 55

The deadline then is distributed based on the sum of
numbers in the right column in Fig. [T} For example, level
3 is allocated the share (4+5+46+7) x DF = 22x3 = 66.
o Length Proportional: After calculating the estimated
deadline value for all levels, we distribute the user dead-
line among all tasks non-uniformly based on a deadline
proportion denoted by Xgeqdrine N €quation m

TD — I?’LitialTsd(l)
InitialTsq(1)

Kdeadline= @)
where InitialTsq(1) is the level that contains the exit
task.

We then compute length of each level deadline as a
function of this deadline proportion to each level as
follows:

Tsd(g) = InitialTyy (f) + (Kdeadline X |Im'tialTSd(€) |) .

(®)
Intuitively, the levels with longer executing tasks gain a
larger share of the user deadline.

In Table I} two rows are specified for each level. The first
row indicates the share of deadline that each level gets. The
second row is the final value of assigned sub-deadline to each
level that is calculated based on the cumulative value with
previous levels. Clearly, the sub-deadline value for level 1
should be equal to the total deadline. For instance, in Height
strategy in level 4, the share of deadline is 44 (indicated in
red) and the assigned sub-deadline is 99 (shown in blue).
The Length Proportional strategy is not compared in Table [I]
because it involves the execution time for each task that is not
part of this example.

We also combine the baseline strategies to produce different
variant strategies. For example, combination of the three strate-
gies, Initial Estimation(E), Width(W) and Length Proportional
(L) gives us a new strategy to distribute deadline which is
named EWL. In this strategy, first, estimated deadline for all
levels are calculated. Then, the leftover deadline is distributed

TABLE I: Deadline distribution for each strategy over each
level for a total deadline of 165 in Figure [}

Uniform Height Width Area
. 165
share of deadline | — =33 |5xDF =55|1xDF =16.5 | 10xDF = 30
Level 5 5
sub-deadline 33 55 16.5 30
. 165 .
share of deadline | — =33 |4xDF =44 | 2xDF =33 |17xDF =51
Level 4 5
sub-deadline 66 99 49.5 81
. 165
share of deadline | — = 33 |3xDF =33 | 4xDF =66 |[22xDF =66
Level 3 5
sub-deadline 99 132 1155 147
. 165 P
share of deadline | — = 33 |2xDF =22 | 2xDF =33 | 5xDF =15
Level 2 5
sub-deadline 132 154 148.5 162
. 165
share of deadline | — =33 | IXDF =11 |1xDF =16.5| IxDF =3
Level 1 5
sub-deadline 165 165 165 165

based on the combination of Width and Length strategies. This
gives a total of 14 different strategies that are evaluated in our
experiments. Some of the generated strategies are shown as
exemplars in Figure [2]

Initial : Length -
Estimation ( Hz‘_%ht ) (Propotional) ( V\(I\',‘\j,;h
(E) (L)

(a)

Fig. 2: Producing different strategies.

4.3 Task Selection

In each step of our algorithm, those tasks which are ready to
execute are put in the task ready list. A task is ready when all
of its parents have been executed and all its required data has
been provided. Therefore, there are no dependencies between
tasks that are at the same level. In order to select a proper
task for execution, all tasks in the ready list are prioritized
with their Earliest Start Time (EST). The EST is the soonest
possible time that a task can start its execution which depends
on finish time of its parent. The Earliest Start Time (EST) of a
task ¢; is calculated on the instance with the shortest execution



time and defined as:

However, with this strategy, tasks can take much longer time

0 i = tonrd if the resources are slower and leads to some delay in the EST

EST(i) =
max {EST( ) 4wy, + C; J} , Otherwise
tjEpred(t;)
)
where wy, is the execution time of task ¢; on the fastest

instance type. The amount of data transferred from task ;
to task t; is called communication time (denoted by Cj ;).
For each task the EST on all VMs is calculated. The task that
starts first will be the best candidate for execution.

4.4 Instance Selection

In the Instance Selection phase we aim to identify the
most suitable instance to execute tasks. The Instance selection
decision for each task aims to minimize the total cost of
workflow execution while also attempting to meet the tasks
sub-deadline.

We introduce an objective function referred to as Instance
Comparative Ratio (ICR).

 Level! —ECT(t;,p;)
ICR p? _ deadlzne ‘ iy Mg 10
ti TaskCosty’ (10

where Levelgeqdiine 1S the deadline that is assigned to the
level which contains the task ¢;. The time needed for the
current task, (¢;), to execute on the instance p; is calculated
by ECT(¢#;). The ECT is the earliest time that a task can
complete execution on an instance (as defined in equation
[6). The value in the numerator of equation assesses the
differences between the sub-deadline and earliest completion
time of the current task on the instance p;. The denominator
is the cost of current tasks which is defined in [l

Most cloud providers like Amazon Web Services (AWS)
Elastic Compute Cloud (EC2) charge users based on 60 minute
intervals. When an instance is provisioned, the user is billed
for the entire billing interval even if the task completes before
the end of the interval. Therefore, if other tasks can execute on
the same instance within the remaining interval, their execution
cost can be considered zero. Thus, when allocating instances
we prioritize selecting instances with remaining idle billing
intervals. The first step of the algorithm explicitly considers
instances that have no cost to execute the current task as well
as ensuring that the earliest completion time does not exceed
the level deadline. The instance with minimum ECT is then
selected (the fastest one).

If no instances can be found in the previous step, our
algorithm provisions a new instance based on the highest ICR
value. In tight deadlines, there is a possibility that cheaper
instances cant meet the task level’s sub-deadline. Therefore,
the value of ICR is negative as its numerator is negative. If
this condition is met, more expensive instances are candidates
for the current task. In fact, the ICR value is trying to adjust
the cost and time for current task among all instances. For
cost minimization purpose, most of the proposed algorithms
like [20] try to schedule a task on a cheapest available
instance (slower) while still meeting its assigned sub-deadline.

of its children. To avoid this, the key concept of introducing
ICR in [I0lis to make a trade-off between time and cost.

5 EVALUATION

Public cloud provides instance types containing various
amounts of CPU, memory, storage and network bandwidth at
different prices. In this paper we use a resource model based
on the Amazon Elastic Compute cloud, where instances are
provisioned on demand. The pricing model is a pay as you
go with minimum hourly billing. Under this pricing model, if
an instance is used for one minute, a user pays for the whole
hour. The costs and instance types used in this paper are given
in Table [II} and were accurate in March 2016.

TABLE II: Instance Types

Type ECU  Memory(GB)  Cost($)
m3.medium 3 3.75 0.067
c4.large 3.75 0.105
c3.xlarge 14 7.5 0.21
m4.2xlarge 26 32 0.479
c4.4xlarge 62 30 0.838
c3.8xlarge 108 60 1.68

Our simulation scenario is configured as a single data-
center and six different instance types. The characteristics
of the instances are based on the Amazon EC2 instance
configurations presented in Table The average bandwidth
between instances is fixed to 20 MBps, based on the average
bandwidth published by AWS [21]]. The processing capacity
of an EC2 unit is estimated at one Million Floating Point
Operations Per Second (MFLOPS) [22]]. The estimated execu-
tion times are scaled by instance type CPU performance. In
an ideal cloud environment, there is no provisioning delay
in resource allocation. However, some factors such as the
time of day, operating system, instance type, location of the
data center, and number of requested resources at the same
time, can cause delays in startup time [23]. Therefore, in
our simulation, we adopted a 97-second boot time based on
previous measurements of EC2 [23].

We use five common scientific workflows: Cybershake,
Epigenomics, Montage, LIGO and SIPHT, to evaluate the
performance of our algorithms with a realistic load. The
characteristics and task composition of these workflows have
been analyzed in published works [24], [25]. We vary the
deadlines from tight to relaxed and record the both the cost and
suceess rate. Additionally, we calculate the fastest schedule
(denoted by F'S) as a baseline schedule. Effectively, this
baseline is the fastest possible execution - ignoring costs and
is computed as:

(1)



where wf is the computation cost of task ¢; on the fastest
instance p;. A Critical Path (CP) is the longest path from the
entry to exit node of a task. If all tasks on the CP of a workflow
are executed on the fastest instance type, the fastest schedule
will be reached.

We define the deadline as a function of the fastest schedule
and this deadline is expressed in equation [I2] in which the
deadline varies from tight to moderate to relaxed:

deadline = a* F'S, 0< a < 20. (12)

The deadline factor « starts from 1 to consider very tight
deadlines (typically approaches the fastest schedule) and is
increased by one up to a value of 20, which results in a very
relaxed deadline.

The Amazon EC2 instances charge on an hourly interval
from the time of provisioning. We configure our simulator to
reflect this charging model and we use a time interval of 60
minutes in our simulations. To compare performance with re-
spect to different workflow sizes we evaluated workflows with
50, 100, 200, 500 and 1000 tasks. However, as these results
did not vary significantly we present here only workflows with
1000 tasks. We used the Pegasus workflow generator [24] to
create representative workflows with the same structure as five
real world scientific workflows (Cybershake, Epigenomics,
Montage, LIGO and SIPHT). For each workflow structure, and
each deadline factor, 100 distinct Pegasus generated workflows
were scheduled in CloudSIM and the performance of the
scheduling algorithms are detailed in the following section.

6 EXPERIMENTAL RESULTS

In this section, we first compare the performance of 14
deadline distribution strategies in our algorithm. Then, the
evaluation of the presented algorithm with other state-of-the-
art algorithms [8f], [9], [18]] is presented in @ The main
metrics evaluated in our comparison are the cost and success
rate (SR).

To compare the monetary cost between the algorithms, we
consider the cost of failure in meeting a deadline. For this
purpose, a weight is assigned to average cost returned by
each algorithm. Let k denote the set of a simulation runs that
successfully meets the scheduling deadline, thus the weighted
cost is calculated as:

> Cost, (k)

SR ’
where Cost, (k) is the cost for the experiments that meet the
deadline and SR denotes the success rate.

Costy, = (13)

6.1 Cost comparison for distribution strategies

To observe the precise behavior of each strategy, for each
dataset, we selected ranges for deadline from 5 to 10. This
range was chosen that gives us more detail about the perfor-
mance of all strategies to simplify interpretation of results.
Table lists the legends notation in Fig. ] The first
observation is that different strategies have unstable trends
in tested datasets. For example, the Width (W) strategy has
the worst performance in CYBERSHAKE while gaining the

Algorithm Name Description

R Random

U Uniform

H Height

W Width

A Area

L Length

EU Estimation&Uniform

EH Estimation&Height

EW Estimation& Width

EA Estimation&Area

EL Estimation&Length

EHL Estimation&Height&Length
EWL Estimation&Width&Length
EAL Estimation&Area&Length

TABLE III: Explanation of legends in Fig.

almost lowest cost in MONTAGE. Similarly, the EL strategy
resembles the same trend in MONTAGE and SIPHT. This
is attributed to the fact that workflows differ remarkably in
their characteristics including structure, size, computation and
communication requirements.

Workflows consists of various components including pro-
cess, pipeline, data distribution, data aggregation and data
redistribution [24f]. The behavior of the EWL strategy indicates
a good performance with different datasets. This strategy
consider the number of tasks in a level and length of a level,
simultaneously. In the next section, we consider this strategy
to distribute the deadline in our algorithm.

While cost differences may seen negligible between some
of the strategies, for executing big datasets, the differencing
could be significant. This shows that the deadline distribution
strategy could play a key role in minimizing the cost.

6.2 Cost Comparison with other algorithms

Three state-of-the-art algorithms, IC-PCP [9], JIT [8]] and
PDC [18] were selected in order to compare with our DDR
algorithm. The cost and success rates of five scientific work-
flows in different deadline intervals are presented in Fig. [

The general results show that the JIT underperforms others
in terms of cost in all cases. For almost all workflows, the
DDR algorithm has the best performance including lowest
cost and highest success rate. There are instances where their
performance is poorer, but these are few and far between.
For example, in CYBERSHAKE and EPIGENOMICS with
very tight deadlines, our algorithm is unable to schedule some
workflows.

The IC-PCP algorithm has the worst success rate specially
in tight deadlines. The relaxing of the deadline should lead
to increase the success rate of each algorithm. However,
the behavior of IC-PCP in different intervals is contrary to
expectations. The highest failure occurs in EPIGENOMICS
while even in relaxed deadline, IC-PCP can find a schedule
for less than 25% before its deadline is reached. JIT performs
very well in most of the deadline intervals with nearly 100%
success rate. However, its the most expensive algorithm to find
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a schedule over all workflows and instance configurations. We
attribute that the main reason for this behavior in JIT is how
instances are selected [8]].

7 CONCLUSION

In this paper we have presented the Deadline Distribu-
tion Ratio (DDR) algorithm for scheduling workflows in
dynamically provisioned commercial cloud environments. Our
approach focuses on addressing different ways of deadline
distribution in scientific workflow. For that purpose, we intro-
duced new strategies for deadline distribution assessed the ef-
fectiveness of these strategies in terms of cost and success rate.
Some strategies exhibit performance that is strongly dependent
on the workflow size and structure including process, pipeline,
data distribution, data aggregation and data redistribution.
In general, the strategy which takes into consideration the
execution time of each level as well as number of tasks in
the level, yields the lowest cost.
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Fig. 4: Cost vs. deadline for five different datasets
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