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Abstract—Online relationships in social networks are often based on real world relationships and can therefore be used to infer a level of trust between users. We propose leveraging these relationships to form a dynamic “Social Cloud,” thereby enabling users to share heterogeneous resources within the context of a social network. In addition, the inherent socially corrective mechanisms (incentives, disincentives) can be used to enable a cloud-based framework for long term sharing with lower privacy concerns and security overheads than are present in traditional cloud environments. Due to the unique nature of the Social Cloud, a social market place is proposed as a means of regulating sharing. The social market is novel, as it uses both social and economic protocols to facilitate trading. This paper defines Social Cloud computing, outlining various aspects of Social Clouds, and demonstrates the approach using a social storage cloud implementation in Facebook.
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1 INTRODUCTION

D

igital relationships between individuals are becoming as important as their real world counterparts. For many people social networks provide a primary means of communication between friends, family, and coworkers. The increasing ubiquity of social network platforms is evidenced by their rapid and ongoing growth. For instance, Facebook has over 500 million active users of which 50 percent log on every day.1

Users are more likely to trust information from a “friend” if the digital relationship between the two is based on a real world relationship (friend, family, colleague) rather than a purely online relationship (second life, online games, etc.). As relationships within online social networks are at least partly based on real-world relationships, we can therefore use them to infer a level of trust that underpins and transcends the online community in which they exist.

This implicit trust along with the application of socially corrective mechanisms (incentives, disincentives) inherent in social networks can also be applied to other domains. In fact, social networking platforms already provide a multitude of integrated applications that deliver particular functionality to users, and more significantly, social network credentials provide authentication in many diverse domains, for example, many sites support Facebook Connect as a trusted authentication mechanism.

Like any community, individual users of a social network are bound by finite capacity and limited capabilities. In many cases however, other members (friends) may have surplus capacity or capabilities that, if shared, could be used to meet fluctuating demand. A Social Cloud leverages preexisting trust relationships between users to enable mutually beneficial sharing within the context of a social network. It is important to note that sharing within a Social Cloud is not representative of point-to-point exchanges between users, rather it represents multipoint sharing within a whole community group. We now define a Social Cloud explicitly as:

A Social Cloud is a resource and service sharing framework utilizing relationships established between members of a social network.

The resources exchanged need not be symmetric and can represent vastly different capabilities. A cloud-based usage model is used to enable virtualized resource sharing through service-based interfaces.

Fig. 1 shows the different aspects of the Social Cloud model that are explored in this paper. In Section 2, we discuss the different individual and group relationships represented in social networks, the basis of trust and social incentives on which the Social Cloud is anchored, and the social market that regulates sharing in a Social Cloud.

We present a range of Social Cloud application scenarios in Section 3, followed by our architecture for, and implementation of, the social storage cloud scenario in Section 4. An empirical evaluation of the social storage cloud is presented in Section 5, followed by a reflective
2 SOCIAL CLOUD COMPUTING

The act of adding an individual as a social network “friend” implies that a user has some degree of knowledge of the individual being added. Such connectivity between individuals can be used to infer that a trust relationship exists between them. However, it does not describe the level of trust or the context of the relationship. For instance a “friend” can be a member of the family, a work colleague, a college affiliate, a member of the same sports club, etc.

Facebook has recently recognized the need for the creation of such groups and allows users to differentiate between, for example, close friends and colleagues. In a Social Cloud, this provides the basis for defining different levels of trust based on the group abstraction supported by the infrastructure. For example, a user could limit sharing with close friends only, friends in the same country, network or group, all friends, or even friends of friends.

Another way of thinking about the Social Cloud is to consider that social network groups are analogous to dynamic Virtual Organizations (VOs) [1]. Groups, like VOs, have policies that define the intent of the group, the membership of the group, and sharing policies for the group. This model is illustrated in Fig. 2, where user-specific groups, defined by relationship types, are shown in the context of a social network. In this example group A is composed of only coworker members, whereas group B is formed by family members and group C includes only friends. Clearly the level of trust and mechanisms for social correction (identifying incentives and disincentives for users to participate) differ between groups. This figure also highlights that Social Clouds are not mutually exclusive, that is, users may be simultaneously members of multiple Social Clouds. Whereas a VO is often associated with a particular application or activity, and is often disbanded once this activity completes, a group is longer lasting and may be used in the context of multiple applications or activities. We take this latter view, and use the formation of social groups to support multiple activities.

In addition, different sharing policies and market metaphors can be defined depending on the group, for instance a user may be more likely to share resources openly with family members without requiring a high degree of reciprocation, however the same might not be true for work colleagues or scientific collaborators.

2.1 Trust and Risk

Commercial cloud providers typically offer few explicit guarantees, instead they rely on implied trust based on the commercial standing of the provider. For the individuals sharing resources within a Social Cloud this approach is not feasible, and therefore it is important to use social incentives and the underlying real world relationships as a substitute foundation for trust. At present, none of the major social networks are able to provide guarantees about the real-world identity associated with a user profile. To do so, explicit identification processes, such as those used in Safebook [2], are required to ensure profiles are mapped to a real person or organization.

Social correction through incentives encourages good behavior without external enforcement. A Social Cloud must leverage social incentives to create ad hoc clouds without incurring the overhead of complex enforcement processes present in commercial environments. This approach can also be used to overcome one of the major limitations of cloud computing, i.e., the creation, monitoring, and enforcement of Service Level Agreements (SLAs). In a social context formal SLAs are not as critical because individuals are socially motivated and subject to personal repercussions outside the functional scope of the Social Cloud.

In addition to trust, the level of risk must also be considered within a Social Cloud. Take, for example, a storage service, consumers are risking loss, unavailability, compromise, or corruption of data while providers are risking their own environment and exploitation of their resources by hosting this data. In a Social Cloud users may want to minimize these risks. In the storage scenario, providers can alleviate risk through service design and sandboxing, while consumers can avoid compromising file content through encryption, or reduce the impact of file loss through replication.

2.2 Resource Trading

A Social Cloud resource represents a physical or virtual entity (or capability) of limited availability. A resource could therefore encompass people, information, computing capacity, or software licenses—hence, a resource provides a particular capability that is of use to other members of a group or community. Resources shared in a Social Cloud are by definition heterogeneous and potentially complementary, for example, one user may share storage in exchange for access to a specific workflow. Or in another example, a user may back up photos from their digital
camera to the hard disk of another member in the social network. To participate in a Social Cloud, each user must allocate a certain amount of their resources to be used by others. The sharing is controlled (or regulated) by a socially oriented market place which adapts common allocation protocols to a social context.

### 2.2.1 Motivation for Contribution

The underlying social incentives present in a Social Cloud motivate users to participate in, and contribute to, their community in different ways. Motivation has been studied in a number of other online domains [3], for example, sharing information and photos in social networks, sharing metadata and tags in online communities, and collaborative knowledge building through online content projects (e.g., Wikipedia) or open source software projects. Motivation is generally categorized as either intrinsic or extrinsic.

Extrinsic motivation represents the case where users are motivated by an external reward (e.g., money), they will therefore contribute to a community while the expected benefits exceed the cost of contribution even when they have little interest in the community. Examples of extrinsic motivation include: improvement of skills [4] (learning from others and receiving feedback), enhancement of reputation through contribution [5] (brand awareness, professional status), and traditional financial motivation.

Intrinsic motivation represents an internal satisfaction obtained from the task itself rather than the rewards or benefits. This sense of satisfaction may be from completing a task or even simply working on it. Examples of intrinsic motivation include: enjoyment [6], reciprocation [7], commitment to a cause [8] (obligation to contribute), and tenure in the community [3].

These motivating factors rationalize noneconomic contribution to existing online communities. Each factor also motivates users to contribute to and use a Social Cloud.

### 2.2.2 Compensation and Fairness

Compensation in the general sense is optional in a Social Cloud as users may wish to share resources without payment, and rather utilize a reciprocal credit (or barter)-based model to increase “social capital.” Alternatively users may share excess capacity to generate real revenue (whereby each “credit” gained maps to a real currency—as in Facebook) or social revenue where the cumulative contribution to the network opens up new sharing opportunities. This model is somewhat similar to a volunteer computing approach, in that friends share resources for little or no gain. However, unlike volunteer models there is inherent accountability through existing friend relationships.

#### 2.2.3 Social Capital

Social capital represents an investment in social relationships with expected returns [9]. From an individual standpoint, social capital is similar to human capital in that users of a social network may gain individual returns for specific actions (e.g., selling goods or finding a new job). From a group perspective, social capital represents the intrinsic (intangible) value of the social community, that is, the community as a whole generates returns by the actions (or cooperation) of its members.

With the growth of online relationships there is potential to create new forms of social capital due to the ease with which online social networks allow users to create and maintain large, distributed networks of relationships [10], [11]. The sharing of resources in a Social Cloud is one such opportunity to invest and generate value from the actions of individuals. In fact, the sharing model in a Social Cloud could be considered as generating both social and physical capital as it is reflective of the real world—the resources shared (compute, storage) have been invested in by their owners and are expected to produce some individual return. Sharing such resources in a social context can therefore benefit both the community and the investor. In a Social Cloud individuals invest in the community by joining the cloud, sharing resources and utilizing other’s resources. The sharing is, in effect, an investment in the community and its members, the result of which may be very diverse.

### 2.2.4 The Social Market

The Social Marketplace is at the core of the Social Cloud and is used to regulate sharing within a group. Each group is associated with a separate instance of the market. The market is shown in Fig. 3. The marketplace is tasked with allocating resources between peers according to predefined economic or noneconomic protocols. Traditionally, a marketplace is assumed to be based on the exchange of goods for money, however in a Social Cloud the marketplace is not necessarily monetary. For example, a non-tangible trophy system (similar to that used in volunteer models) may provide suitable incentives to encourage sharing among friends, in this case the marketplace is responsible for managing the trophy model and regulating exchange. In general, the Social Marketplace is defined by the needs of the group and in many cases different types of market metaphors may coexist.

#### 2.2.5 Social Market Metaphors and Protocols

A Social Marketplace contains a set of market protocols tasked with determining the most appropriate allocation given to a particular user request. The choice of protocol is dependent on the Social Cloud and the requirements of its members. Examples of common protocols include:
Volunteer. An idealistic sharing model in which users contribute resources for no personal gain—but do so without accountability for their actions [12], [13], [14].

Trophy. A nonmonetary model in which users are rewarded with nontangible credits or prizes (fame) for achieving contribution goals [12], [15], [16]. Trophy systems have been successfully used as an add-on by Volunteer computing projects as a means of encouraging participation.

Reciprocity. A sharing model in which users that contribute to the cloud most proportionately are favored when requesting resources [17], [18], [19].

Reputation. A model based entirely on a measure of individual reputation [20], [21], [22], [23]. Reputation is established through interactions in the community (which may not necessarily be within the Social Cloud), when allocating resources those with higher reputation are favored.

Posted price. A model in which market resources are offered at a set (posted) price [24], [25]. A posted price model is the predominant economic model employed by commercial cloud providers.

Auction/tender. A dynamic multiparticipant mechanism designed to establish the market price for a particular resource [26], [27], [28], [29]. Auctions are used extensively for online sales of goods through sites such as eBay.

Spot price. A dynamic pricing protocol in which a commodity is offered at a price given at a particular time and location [30], [31]. Amazon EC2 offers a competitive hybrid Spot price market to facilitate dynamic pricing, if the bid is greater than the current spot price the instance is provisioned.

2.2.6 Provision of the Trading Infrastructure

The host infrastructure for a Social Cloud could be provisioned in multiple ways, for example, it could be provided externally (i.e., outsourced to an external vendor) or internally by the members themselves. Using an external provider is potentially easier, however it may be expensive and might not scale if a single market instance vendor is used for all groups. Supplying the infrastructure internally can more easily scale with the size of the group and it maps to the philosophy of social contribution inherent in a Social Cloud, however it requires a high degree of trust and cooperation between users.

A co-op is a business owned and operated by a community for the mutual benefit of the community (e.g., community managed grocery stores and credit unions). In a co-op customers using the business are also partial stakeholders in the business, they therefore own the property, employ the workers, and have input into how the business is managed. A similar model is particularly apt when considering a Social Cloud. Due to the inherent social incentives the market itself can be hosted on resources contributed by members of the community, therefore establishing a Social Cloud co-op. This alleviates the expense involved in outsourcing the infrastructure and it can also scale with the size of the community as all members contribute infrastructure to the cloud.

The limitation with a co-op is the potential for malicious behavior. In a noncommercial environment social incentives may be sufficient to ensure nonmalicious behavior, however, in a competitive economy with considerable resources available these incentives may not guarantee the behavior of the market and its participants. These problems are amplified when considering that the market could be hosted on potentially untrusted hosts. The major issues are guaranteeing that the allocation is carried out fairly (not subverted) and that private information is not disclosed (e.g., pricing data). There are various ways to establish trust in a particular market service operating in an untrusted environment [32]: for example, using reputation, encryption, or threshold trust. One of the best techniques is the use of secure economic protocols [33], [34], [35] which, through encryption and distribution are able to provide guarantees over market execution and economic privacy. Such protocols allow a market to be safely executed on participating hosts without revealing information, there is however, a tradeoff between market security and (computational) efficiency.

3 Application Scenarios

The potential application scenarios that benefit from cloud models are immense (from scalable web servers through to data intensive scientific applications). The point of difference of a Social Cloud is that applications can also leverage the relationships between users to deliver shared asymmetric services—leading to several potential Social Cloud application scenarios:

- A social computation cloud. It is widely recognized that extensive computing power remains untapped through personal computers. The use of a Social Cloud provides an infrastructure from which users can easily contribute computing resources to friends, companies, or scientific communities (similar to a volunteer computing project).

- A social storage cloud. Storage is perhaps the simplest and most standardized resource for everyday users to share and utilize in a Social Cloud. Online data storage is commonly used to store, backup, share, and replicate data. One obvious use for social storage is storing and sharing photos. While most social networks already store photos, the burden for hosting them could be moved from the network provider to their members to increase scalability and reduce infrastructural requirements. The security implications are limited as photos are typically already shared with friends.

- A social collaborative cloud. Increasingly, collaborations are turning to social networking concepts to share information and resources within diverse user communities, for example, MyExperiment.org [36] and nanoHUB.org [37]. Similar functionality can be realized using dynamic Social Clouds deployed in existing social networks. Storage services can be used to store/share data and information (for example, academic papers, scientific workflows, data sets, and analysis) while computation (or specific scientific

services such as workflows) can be used to execute scientific applications. A Social Cloud approach is advantageous as there is no requirement for dedicated infrastructure or management, fewer barriers to entry for new communities, and users can utilize existing social network accounts.

- **A Social Cloud for public science.** The Social Cloud is an ideal basis on which to create the next iteration of volunteer computing—primarily for solving scientific problems of community interest. There are many examples of such projects run as volunteer computing problems under the Berkeley Open Infrastructure for Network Computing (BOINC) [13], such as SETI, Rosetta, Docking, etc., and these projects have been able to leverage massive computing power from donated resources. A Social Cloud for science can do this in a more accessible way and leverage a larger population base, using different resource provider groups to determine share delegation, finer grained resource control, the integration of social capital, reputation, and social incentives. This approach can lower the entry barriers to the donation or (temporal) trading of computing power, and can indeed be utilized for more highly cooperative structures between research groups, small organizations, and forge mutually constructive scientific communities.

- **An enterprise Social Cloud.** A Social Cloud may be configured differently, depending on the community it serves. It is increasingly common for organizations to have a social network presence, for example, many companies, universities, and schools all have public social network profiles. This presents an opportunity for large scale users to form specialist enterprise Social Clouds. From a provider’s perspective, the benefits are twofold: not only do they gain access to a pool of resources when required they may also benefit from the social rewards of sharing—for example, enhancing brand awareness and increasing public perception of the organization.

## 4 The Social Storage Cloud

To demonstrate the feasibility of the Social Cloud, a web service-based social storage cloud has been developed and deployed as a Facebook application. In the social storage cloud, two economic markets have been created; both operate independently and are designed to work simultaneously. In a posted price market, users select storage from a list of friends’ service offers. In the reverse auction (tender) market, consumers outline specific storage requirements and pass this description to the Social Cloud infrastructure; providers then bid to host the storage. Both markets result in the establishment of an SLA between users. The SLA is redeemed through the appropriate storage service to create a storage instance. In such a social market, participating users know the corresponding user’s identity and can directly interact with the provider to identify why a particular capability was not delivered. However, where no such prior relationships exist, an SLA provides a more appropriate mechanism, requiring reward and penalty clauses to limit risk for the user and liability for the provider. However, the use of an SLA still remains a useful capability to support within a social storage cloud, as this could be subsequently generalized to deal with varying types of trust relationships between individuals involved as users or providers of resources.

The general architecture of the social storage cloud is shown in Fig. 4. The social network provides user and group management as well as the medium to interact with the Social Cloud infrastructure through service-based resource interfaces. The core market infrastructure is responsible for facilitating sharing and includes components for capability registration and discovery, implementing and abstracting the chosen market protocol, managing and monitoring provisions, and regulating the economy.

### 4.1 Facebook Applications

Facebook exposes access to their social graph through the OpenGraph API, through the Representational State Transfer (REST) service interface applications can access all objects (friends, events, groups, application users, profile information, and photos) and the connections between them. To access the OpenGraph API both the user and the application must be authenticated, in Facebook this process uses the OAuth protocol [38]. The Facebook user and application authorization model was one of the motivating factors for choosing Facebook.

Facebook’s Facebook Markup Language (FBML) includes a subset of HTML with proprietary extensions that enables the creation of applications that integrate completely with the Facebook look and feel. Facebook JavaScript (FBJS) is Facebook’s version of JavaScript—rather than sandboxing JavaScript, FBJS is parsed when a page is loaded to create a virtual application scope. All Facebook applications are hosted independently by application providers. A Facebook canvas URL is created for user access, this URL maps to a user defined callback URL which is hosted remotely. The process of rendering an application page is shown in Fig. 5. When a page is requested by the user through the Facebook canvas URL the Facebook server forwards the request to the defined callback URL. The application creates a page based on the request and returns it to Facebook. At this point the page is parsed and Facebook specific content is added according to the FBML page instructions. The final page is then returned to the user. This routing structure presents an

This approach allows dynamic Asynchronous Javascript response in the form of JSON. The service has a REST API that performs a specific action (corresponding to the service) and delivers content to the Facebook application without routing through the application server. To do this, the service has interfaces to list storage instances, retrieve the amount of storage used/available, upload, download, preview, and delete files. This service exposes a set of file manipulation operations to provide an interface for users to access virtualized storage.

### 4.2 Storage as a Service

There are two generic requirements of the shared storage service: first, the interface needs to provide a mechanism to create a stateful instance for a reservation. In our model, the social storage cloud application passes a WS-Agreement [39]-based SLA to the service which is parsed and used to instantiate the required state. Second, in order to be discovered, the service needs to advertise capacity so that it can be included in the market. In the social storage cloud this advertised capacity is encoded using XML-based metadata which is periodically refreshed and stored in a Globus Monitoring and Discovery System (MDS) [40]. The social storage cloud is based on a generic Web Services Resource Framework [41] (WSRF) storage service, which provides an interface for users to access virtualized storage. This service exposes a set of file manipulation operations to users and maps their actions to operations on the local file system. Users create storage by passing an agreement to the storage service, which creates a mapping between a user, an agreement, and the storage instance. Instances are identified by a user and an agreement allowing individual users to have multiple storage instances in the same storage service. The storage service creates a representative WSRF resource and an associated working directory for each instance. The resource keeps track of service levels as outlined in the agreement such as the data storage limit. Additionally, the service has interfaces to list storage contents, retrieve the amount of storage used/available, upload, download, preview, and delete files.

Each storage service relies on a web application to deliver content to the Facebook application without routing data through the Social Cloud application. To do this, the storage service has a REST API that performs a specific action (corresponding to the service) and delivers a response in the form of JavaScript Object Notation (JSON). This approach allows dynamic Asynchronous Javascript and XML (AJAX) invocation of storage operations without requiring a callback or page reload of the Social Cloud application.

### 4.3 Currency Regulation

The social storage cloud includes a credit-based system that rewards users for contributing resources and charges users for consuming resources. A banking service registers every member of the cloud by storing their credit balance and all agreements they are participating (or have participated) in. Credits are exchanged between users when an agreement is made, prior to the service being used. To bootstrap participation in the Social Cloud, users are given an initial number of credits when joining the cloud. While suitable for testing, this initial credit policy is susceptible to inflation and cheating (if fake users are created and the initial credits are transferred). Currently, there is no mapping between Social Cloud credits and real currencies or Facebook credits.

The banking service is composed of two associated context services each representing different instance data. The first context service manages user resources while the second manages storage agreements. The user resource stores the user’s Facebook ID, current credits, agreement IDs the user has participated in, and auction references. The agreement resource contains any agreements created in the system, which is used to manage provision information and act as a receipt.

### 4.4 Registration

The registration process is shown in Fig. 6. Upon joining the cloud users first need to register themselves, and then specify the cloud services they are willing to trade. As users are preauthenticated through Facebook, user instances can be transparently created in the banking service using the user’s Facebook ID. Having registered, the user is presented with an MDS EndPoint Reference (EPR) and cloud ID which they use to configure their cloud services for registration (and refreshment) of resource capacity. Market services utilize the MDS XPath interface to discover suitable services based on user IDs and real-time capacity. The service updates its metadata whenever resource state changes, this update is reflected in MDS according to the application policies.

### 4.5 Social Marketplace

The social storage cloud implementation includes two concurrent economic markets, posted price and reverse auctions.

---

**Fig. 5.** Facebook application hosting environment. The Social Cloud web application generates page content which is parsed by Facebook to create the page delivered to the user.

**Fig. 6.** Registration in a Social Cloud. For brevity, the diagram assumes the user has been authenticated.
4.5.1 Posted Price

In the posted price marketplace, a user can select any advertised service and define specific requirements (storage amount, duration, availability, and penalties) of the provision. Fig. 7 shows the flow of events for a posted price trade in the social storage cloud. After logging on, the social storage cloud application transparently validates the Facebook user ID through the banking service to ensure the user is registered and to also retrieve their current number of credits. A list of all the user’s friends is generated using the Facebook REST API, this list is used to compose a query to discover friends’ storage services from MDS. The result of this query is used to populate the posted price offer list that describes availability and pricing information. When the user selects a service they also specify their required service levels, an SLA is created using the SLA creation component of SORMA [42]. To do this, the storage requirements are encoded into an EJSDL [43]; (JSDL [44] with economic extensions) document describing the storage request. This document is then converted into an agreement using SORMA SLA tools. The EJSDL document acts as the Service Description Term of the agreement and individual requirements are split into guarantee terms (as defined in [43]). EJSDL extends JSDL by adding additional economic information describing pricing and penalties which are mapped to their respective Business Value Lists. We have further extended this term language to include two additional cloud specific quality of service (QoS) terms: Availability and Error Rate, which are defined as JSDL ranges and are used to describe and monitor the availability of the storage service. The duration of the service provision is encoded using the SORMA reservation specification.

Before service invocation, the generated SLA must be passed to the appropriate storage service to create a storage instance. The storage service determines if it will accept the agreement based on local policy and current resource capacity. Having instantiated the storage the agreement is then passed to the banking service to exchange credits and store a copy to act as a receipt. If either the banking service or storage service decline the agreement both entities remove the reservation.

4.5.2 Auctions

In the reverse auction (tender) market, a user can specify their storage requirements and then submit an auction request to the social storage cloud. The user’s friends then bid to provide the requested storage. The auction mechanisms used are based on the DRIVE metascheduler [29]. In particular, a reverse Vickrey auction protocol plug-in is used, as the dominant bidding strategy (truth telling) is more socially centric. It also means that “antisocial” behavior such as counter speculation is fruitless.

Fig. 8 illustrates the auction process. In a reverse auction, cloud services compete (bid) for the right to host the user’s task. The auctioneer uses the list of Facebook friends to locate a group of suitable storage services based on user specified requirements; these are termed the bidders in the auction. Each bidder then computes a bid based on the requirements expressed by the consumer. The auctioneer determines the auction winner and creates an SLA between the auction initiator and the winning bidder. As in the posted price mechanism, the agreement is sent to the specified service for instantiation and the bank for credit transfer.

In DRIVE, an Auction Manager (AM) is responsible for creating the auction, soliciting bids, and determining a winner. Individual Bidding Agents (BA) act on behalf of a user to compute valuations according to local policy and valuation functions. The standard DRIVE BA has been modified to interact with the Storage Service to check capacity and compute a (linear) bid based on current capacity. The Agreement Manager (AgM) is used to create a WS-Agreement-based SLA between the user and auction winner.

5 Evaluation

This section outlines measurements obtained from the deployed social storage cloud. The following experiments focus on the scalability and performance of the two social marketplaces and the feasibility of the proposed co-op infrastructure (as discussed in Section 2.2.6). For the following experiments it is assumed an average Facebook user has 130 friends. The market-based experiments are run on average Facebook user has 130 friends. The market-based experiments are run
on a single server running Windows Vista with a 2.2 GHz Dual Core processor and 2 GB memory. Bidders are hosted in a virtualized environment containing 5, 3.0 GHz Core 2 Duo machines each with 4 GB RAM.

5.1 Posted Price Allocation

Posted price trading requires several steps: identification of storage requirements, generation of an SLA, instantiation of a storage service, and registration of the transaction with the banking service. The time taken to perform these operations is constant and generally small compared to the time taken to discover storage offers, which is dependent on the MDS service.

Fig. 9 shows the time taken to query MDS for an increasing number of registered entries. The time includes the cost of converting the XML result into a Java object. Registration performance is shown to be dependent on the amount of memory given to the container and the number of registered entries. With 1 GB of memory over 2,000 offers can be retrieved in less than 2 seconds. Therefore, MDS can be run even on a low specification server yet still support a Social Cloud and its market.

In a Social Cloud policies dictate the services with which a user is willing to interact (e.g., friends, friends of friends). Such services can be identified by querying for registered services matching particular user IDs. Fig. 10 reflects this situation by loading an increasing number of services in MDS and querying for a subset of registered offers (friend’s services). The query result ranges between 20 and 200 services, while the number of registered services is increased from 200 to 2,000. The container is running with 1 GB of memory. The time taken to retrieve entries is proportional to the number of registered services and also the number of services returned in the query. Assuming on average 130 friends per user, and the fact not all of these friends would be involved in a Social Cloud, this performance is acceptable—selecting 100 of 2,000 registered entries takes approximately 2 seconds.

5.2 Auction Allocation

The social storage cloud auction mechanism relies on a collection of web services representing the parties involved in the marketplace. A single AM conducts the auction and a single AgM creates SLAs as a result of the auction. Each storage service is represented by a BA which consults local policy to determine a price based on predefined metrics. The major point of stress in this system is the AM and AgM. The AM is responsible for creating an auction, advertising the auction to suitable bidders, soliciting bids, and determining the result of the auction. Agreement creation is simpler as it only involves creation of a WS-Agreement document and one call to the winning bidder to verify the agreement.

Fig. 11 shows the auction throughput with an increasing number of bidders in each auction. The number of auctions per minute is calculated based on the time taken for 500 auctions to complete, this time is measured on the client side starting when the client submits the first task (of 500) through to the creation of the final agreement by the AgM. Fig. 11 represents the worst case situation when all auctions are started immediately; auctions close as soon as all bidders have bid. It is important to remember that in a typical scenario auctions are created with a predefined deadline and users expect some latency between submission and agreement creation. Additionally in a storage context one would expect relatively long term, stable reservations which implies users would not conduct auctions frequently. These results show that even with 50 bidders a small scale AM and AgM can complete 65 auctions per minute which, under our assumptions, would be capable of supporting a large scale social storage cloud. This number could also be increased by adding additional AMs to the system, which would be run independently on dedicated hosts.

5.3 Service Overhead

The final aspect of this evaluation focuses on the overhead of hosting a Social Cloud. As discussed in Section 2.2.6 one
way to provide this infrastructure is through the use of a scalable co-op architecture in which members of a Social Cloud contribute services to provide core management functionality. However, to do this it is desirable if the overhead of hosting individual services is not significant. A posted price co-op model would require the distribution of registration and discovery information (MDS), and also agreement management (AgM) functionality across peers of the social network. In a dynamic auction marketplace the auctioneer (AM) also needs to be distributed. In all cases the distributed services must be trusted to maintain data integrity—in the absence of absolute trust secure protocols can be used to establish guarantees over the actions of these services [29].

Each service has been individually monitored to measure the CPU and Memory usage. The following experiments are based on a virtualized testbed deployment, each of the services analyzed is hosted on a dedicated host so as to minimize competition for resources. Twenty bidders have been deployed to simulate the requirements of a realistic auction scenario and the bidders all implement a random bidding policy to distribute allocation. Each service request uses 100 percent of the resources available by a single provider, therefore many of the winning auctions will be unable to be satisfied after the auction completes. In the case a provider is unable to satisfy the requirements of a winning bid the AgM will attempt to iteratively satisfy the requirements by requesting substitute winners [45] from the AM. Auctions have a duration of 30 seconds. In this experiment, the number of simultaneous requests is increased every minute by 10, ranging from 10 requests at time 0:30 through to 50 requests at 4:30.

5.3.1 CPU Usage
Fig. 12 shows the CPU usage of each service for the duration of the sample workload. As the number of requests submitted increases the peak CPU usage of all services and the duration of usage increases. The order of events between services is evident in the graph: as requests are submitted the CPU usage of the AM peaks, which in turn generates work for MDS (to discover bidders) and the Storage Service BA (computing a bid). After the auction period of 30 seconds has elapsed the AM computes a winner and the AgM creates an SLA. As the AgM is operating there is an additional peak in the AM due to result retrieval and the computation of substitute providers. The CPU usage of the AM and AgM use up to 80 percent capacity of the test machine (when 50 simultaneous requests are submitted), however the usage is for a short period of time even under this dense workload. The AM uses the most CPU of the services examined, approaching 100 percent. This is due to the complexity of creating and advertising auctions and also soliciting bids.

Without substitute computation AgM utilization is relatively low and short duration, however as the number of simultaneous requests increases the duration of AgM CPU utilization also increases. This duration is exaggerated due to the computation of substitute providers—all auctions are run concurrently which results in each provider bidding on each auction when in reality they can only host a single task each. MDS usage is minimal for the duration of the workload as it is only used to query for 20 registered bidders. The Bidding Agent computation is shown to be low (below 25 percent). The breadth of usage increases as the number of auctions increases, this is due both to bid computation and agreement confirmation (with increased substitutes).

5.3.2 Memory Usage
The memory usage of each service is shown in Fig. 13. Neither MDS or the BA exceed their initial allocation with maximum memory usage of approximately 50 MB. This is because the BA stores no state directly and MDS only stores metadata for 20 registered bidders. Both the AM and AgM show increased memory usage with the number of jobs submitted. Memory usage peaks at 125 and 85 MB, respectively. The increase in memory usage is due to the amount of auction and agreement state stored by each service and the complexity of the auction process. Due to the limited duration of this experiment memory usage does not decrease as the specified WSRF Resource lifetimes [46] do not expire within this time frame. These results highlight the small footprint of the services even under moderate load.

5.3.3 Summary
The CPU and memory footprint of the core market services was shown to be relatively low and generally short duration for up to 50 simultaneous auctions. The AM exhibited the highest overhead, utilizing almost 100 percent CPU for 10 seconds and 125 MB of RAM with 50 concurrent auctions and 20 bidders, however this scenario represents a worst case scenario when all auctions are started concurrently. For a moderately sized Social Cloud one would expect to host far fewer auctions over a much longer timespan which would therefore utilize less resources for shorter periods of time, in addition the WSRF resource lifetime would ensure memory usage is reduced periodically. The posted priced market was shown to require negligible resources due to
the low requirements of MDS with few cloud participants and the low AgM overhead when substitutes are not used.

6 Reflective Analysis

The social storage cloud provides a first step toward realizing the vision of Social Cloud computing. In particular, it provides an integrated platform on which social network friends can trade a single resource (storage) with one another using a credit model. The cloud model was shown to be well suited to this type of scenario as users are able to lease capacity through standardized service-based interfaces using an abstracted virtualized resource layer. This section discusses how the social storage cloud fulfills the high-level vision of Social Cloud computing.

The relationships and policies represented in the social storage cloud are one dimensional, in that all friends are treated equally. At present all users belong to the same group and there is no ability to define different sharing policies based on relationship type. The architecture is able to select users based on their friend relationship and could be extended to retrieve users based on their group membership or relationship type. The evaluation showed the cost of friend selection in MDS to be low for moderately sized Social Clouds. Simple policies are supported in the auction scenario to alter the bid price based on the identity of the requester.

The social storage cloud uses an SLA approach to define requirements and obligations of a trade. In practice the use of SLAs or “contracts” between participants involved in resource sharing within a social context may not be necessary. This is primarily due to the existing level of trust that already exists between participants within a social network. Therefore, an SLA should at most represent a best effort agreement between friends. Due to the nature of sharing, the participants of the social storage cloud do not explicitly consider risk, however a notion of risk can be incorporated into their pricing models if required. However, if a social network involves sharing between participants with varying degrees of trust, an SLA would be a useful capability to support.

The social marketplace currently supports two distinct and independent market protocols to demonstrate simultaneous allocation. While both of these protocols are economically focused the market can be adapted to deploy more novel social protocols.

Supplying infrastructure to a Social Cloud is seen as one of the major hurdles for the creation of a stable Social Cloud due to the reliance on the goodwill of the participants. However, a co-op market model can overcome this limitation due to the minimal overhead of the individual allocation process. Moreover, a co-op does not necessarily rely entirely on social incentives as trustworthy protocols can be used to provide fairness guarantees.

7 Related Work

The term Social Cloud has been used previously to describe different concepts. Originally Google’s Kevin Marks defined the Social Cloud as a federated view of social networks [47] provided through OpenSocial [48]. The cloud therefore encapsulates different social networks and provides user transparency between these networks. In work concurrent to ours, Pezzi [49] proposes a Social Cloud as a means of cultivating collective intelligence and facilitating the development of self-organizing, resilient communities. In this vision, the social network and its services are provided by network nodes owned by members of the network rather than by centralized servers owned by the social network. Pezzi’s work is in its infancy and has no architectural details or implementation.

Cloud integration with social networks has also been previously explored, however these approaches rely on cloud platforms to host social networks, or create scalable applications within the social network. For example, Facebook users can build scalable cloud-based applications hosted by Amazon web services [50]. ASPEN [51], and PolaGrid [52] also leverage social networking information and applications in their distributed applications.

In scientific domains social networks are increasingly used to coordinate research communities, two such examples are MyExperiment for biologists and nanoHUB.org for the nanoscience community. MyExperiment provides a virtual research environment where collaborators can share research and execute scientific workflows remotely. nanoHUB.org allows users to share data as well as transparently execute applications on distributed resource providers such as TeraGrid. While similar to a Social Cloud, MyExperiment and nanoHUB.org each have specific sharing focuses and build their own proprietary social network.

Volunteer computing is a distributed computing model in which users donate computing resources to a specific (academic) project. The first volunteer project was the Great Internet Mersenne Prime Search (http://www.mersenne.org) in 1996, however the term gained much exposure through the SETI@Home [53], Folding@home [54], and Storage@Home [55] projects in the late 1990s. These projects showed the enormous computing power available through collaborative systems. The focus of Volunteer computing has since shifted toward generic middleware providing a distributed infrastructure independent of the type of computation, for example, BOINC [13]. Most Volunteer platforms do not define any form of SLA, users are typically anonymous and are not accountable for their actions (they are rewarded with different incentives however). In a Social Cloud context this does not suffice as users must have some level of accountability. A more realistic model for this type of open sharing is a credit-based system in which users earn credits by contributing resources and then spend these credits when using other resources. This type of policy is used in systems such as PlanetLab [56].

There is a great deal of synergy between a Social Cloud and a P2P network in that services are provided by a network of peers. There are multiple examples of P2P storage networks in which storage is hosted among a pool of distributed peers [57], [58], [59], P2P networks have also been applied to generic cloud discovery and management [60]. However, there are significant differences between these two paradigms. Unlike a P2P network, Social Clouds exist within the context of a wider social network and are formed based on the encoded relationships. Typically in a P2P storage network users are unable to select storage
location or influence the network topology. There is also no notion of social trust, incentive engineering, or market metaphors to facilitate and regulate sharing. In addition, management and interaction within Social Clouds follows a group-based cloud model rather than the completely decentralized model used in P2P networks.

FriendStore [61] and AmazingStore [62] are examples of commercial social storage systems. FriendStore is a P2P replication service, in which users backup data on a subset of user selected peers. Rather than leveraging a Social network graph, FriendStore exists outside a particular network, instead it allows users to select trusted nodes from any Social network provider. FriendStore focuses on long term replicated storage and therefore requires complex protocols to store data as separate encrypted chunks. AmazingStore augments managed centralized storage with a P2P network of Cloudlets deployed on participating user’s machines. Unlike the Social Cloud both FriendStore and AmazingStore offer a single resource (storage), they also create a separate P2P network among members and therefore do not leverage existing Social networks to facilitate sharing. Incentive mechanisms in both cases are limited to reciprocation.

Perhaps the most similar application to the Social Cloud is Intel’s “progress thru processors” Facebook application. Using this application users can contribute excess compute power to individually selected scientific projects through Facebook. Users are not rewarded for their contribution as such, however they can view and publish statistics of their contributions. Upon joining the application users may post information to their news feed, or inform friends of the application. The progress thru processors application relies on a generic resource layer constructed by deploying a BOINC application on the users machine.

8 Vision and Future Work

In addition to the definition in Section 1, there are certain characteristics that underpin our vision of what a Social Cloud is and should be. A Social Cloud should need little user expertise to access resources and must therefore exhibit a high degree of access and distribution transparency. A Social Cloud ought to have low barriers for participation—and therefore vastly increase public access to computing, storage, and services. A Social Cloud should allow overlapping groups—with members belonging to multiple groups and thereby (to a limited extent) permit the osmosis of resources across groups based on the social relationships and standing of other members. However, the most critical characteristic is that a Social Cloud uses social relationships to ensure desirable behavior within the system. While these characteristics will be common to many Social Clouds, the characteristics they ultimately embody will depend on the aims and requirements of the individual groups that constitute a Social Cloud.

8.1 Future Work

The Social Cloud presents a rich environment for future research. One major area of future work is adapting the market protocols discussed in Section 2.2.5 to a social context and also looking at other ways to define and exploit social incentives (and disincentives) in a resource sharing scenario. This may involve altering existing protocols or defining new socially oriented trading protocols. Section 3 summarized a range of application scenarios in which a Social Cloud would be appropriate. Of these scenarios, we are currently working on projects to: construct a social computation cloud that permits trading of virtual machine images, build a Social Cloud for public scientific computing (volunteer), and use Social Clouds to support scientific collaboration. We are also exploring the idea of using reputation to measure social compliance in the context of the Social Cloud to ease the “social accounting” that will be incurred as groups grow in size and role. We are also looking further at business models [63] that could be realized in the Social Cloud.

In parallel to these efforts we plan to deploy the social storage cloud to provide a platform for further experimentation. In particular, we aim to explore system performance and user interactions on a much larger scale. This deployment could also be used to examine storage and replication algorithms, and address potential security implications.

9 Conclusion

This paper has presented the vision of Social Cloud computing, an amalgamation of cloud computing and social networking. A Social Cloud is unique in that it builds upon the social incentives and external real-world relationships inherent in social networks to provide heterogeneous resource trading. This work represents a novel approach to collaborative computing utilizing socially corrective mechanisms to motivate contribution and compliance without requiring extensive incentive and enforcement architectures.

A Facebook-based social storage cloud has been developed and deployed. The social storage cloud supports storage trading through a two protocol social marketplace. The integrated social storage Facebook application allows users to discover and trade storage contributed by their friends, taking advantage of preexisting trust relationships. A credit-based trading approach has been adopted to discourage free loading.

It was shown empirically that the marketplaces used for trading and/or reciprocation of services could be hosted using small scale resources, based upon the observation that individual groups are small in size (averaging 130 individuals). In addition, it was shown even under load, the system can perform multiple concurrent auctions that would satisfy the requirements for a moderately sized social network. Finally, the overhead of the Social Cloud services was shown to be small under realistic load conditions, thereby verifying the assertion that a co-op model can be employed to enable a scalable self-contained Social Cloud.

10 Additional Resources

Find the project on Facebook: http://www.facebook.com/SocialCloudComputing (active at the time of publication, December 2012).
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