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ABSTRACT
In the Internet of Things (IoT), the size constraint of those
small and embedded devices limits the network lifetime be-
cause limited energy can be stored on these devices. In re-
cent years, energy harvesting technology has attracted in-
creasing attention, due to its ability to extend the network
lifetime significantly. However, the performance of IoT de-
vices powered by energy harvesting sources has not been
fully analyzed and understood. In this paper, we model the
energy harvesting process in IoT devices using slotted Car-
rier Sense Multiple Access with Collision Avoidance (CSMA
/CA) mechanism of IEEE 802.15.4 standard, and analyze
the performance in terms of delay and throughput. Our new
model successfully integrates the energy harvesting process
and binary backoff process through a unified Markov chain
model. Finally, the new model is validated by simulation
and the throughput errors between simulation and analyt-
ical model are no more than 6%. We demonstrate the ap-
plication of the model with different energy harvesting rate
corresponding to different sources such as solar and vibra-
tion energy harvesters.

Keywords
Internet of Things, Energy Harvesting, IEEE 802.15.4 stan-
dard, CSMA/CA, Markov process

1. INTRODUCTION
The uses of Internet of Things(IoT) appears in a range of

different domains [23] such as structural health monitoring,
animal tracking and environmental surveillance. Despite the
ubiquitous deployment of IoT devices, one prevailing prob-
lem with the network is the limited energy stored on each
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device. Replenishing the energy source by replacing batter-
ies is a way to extend the network lifetime. However, in
most applications it is difficult perhaps infeasible to replace
the batteries because of the physical and environmental con-
straints. To deal with this problem, recent research efforts
directed at designing energy efficient medium access control
(MAC) protocols for IoT, and energy harvesting for IoT de-
vices have emerged as a promising technique to prolong the
network lifetime.

Powering IoT devices by energy harvesting technology is
one half of the solution to the limited available energy while
energy management is the other half. Since the energy har-
vesting rate is lower than the energy consumption rate [20],
the sensing device stays awake for a short period of time after
harvesting energy. Hence, the time spent harvesting energy
must be taken into consideration when analyzing the perfor-
mance of an energy harvesting IoT. Different MAC protocols
for IoT with energy harvesting are analyzed through experi-
ments, and the result shows that the energy harvesting pro-
cess directly affects the performance of network throughput
via the MAC protocols [5, 9].

The IEEE 802.15.4 MAC protocol is widely adopted in
IoT for example, 6LoWPAN and ZigBee. It specifies the
semantics for low-cost and low-power sensor networks op-
eration. One of the access mechanisms specified by IEEE
802.15.4 standard is slotted Carrier Sense Multiple Access
with Collision Avoidance (CSMA/CA) mechanism, and sev-
eral simulation-based studies e.g., [13, 15–17], analyze this
protocol through Markov chain models. The Markov mod-
els for 802.15.4 that appear in [15–17] successfully predict
the performance of the protocol in terms of delay, reliabil-
ity, throughput and power consumption. However, these
models assume that sensing devices have unlimited power,
which limits the applicability of the model and simulation
result in practical settings.

Some studies e.g., [4, 8, 11, 21], have modelled the energy
replenishment (recharging) process with varying degrees of
success. A favoured approach for modelling the energy re-
plenishment is the Markovian energy model which appears
in [11] and [21]. The model in [11] assumes that the packet
arrival and energy replenishment are both memoryless Pois-
son process, and the energy state transition follows the birth
and death process. A further assumption is that packet
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transmissions are not interrupted by the energy replenish-
ment, which is not valid in the real energy harvesting envi-
ronment, but yields insights into how throughput is affected
by energy harvesting process.

In [21], the energy model is modelled as a Bernoulli pro-
cess and is unified with the slotted CSMA/CA mechanism of
the IEEE 802.11 standard. In their model, the packet length
and the backoff counter freezing time are not modelled, and
the energy consumption during the channel sensing state is
ignored, which does not reflect changes in residual energy
correctly. In this paper, we model the slotted CSMA/CA
mechanism of the IEEE 802.15.4 standard with the energy
harvesting process through a unified Markov chain model.
For simplicity, we assume that the network topology is a
single hop network with a star topology. We derive the ex-
pressions for delay and throughput from the model, and vali-
date the model through simulations. Through the proposed
model, we characterize the effect of energy replenishment
process on the performance of IEEE 802.15.4 MAC proto-
col, and show the effect of energy harvesting rate on the
performance.

The contributions of this paper are: (i) a new model that
integrates energy harvesting with slotted CSMA/CA mech-
anism of IEEE 802.15.4 standard within a unified Markov
model, (ii) the energy harvesting process and the backoff
process can take on different parameters and (iii) the energy
consumption during binary backoff, clear channel assessment
and packet transmission are necessarily distinct. Contribu-
tions (ii) and (iii) relaxes assumptions in existing models and
reflects the real-world IoT devices behavior more closely.

The remainder of this paper is structured as follows. In
Section II, we briefly describe the slotted CSMA/CA mech-
anism of the IEEE 802.15.4 standard, and explain how it
interacts with the energy harvesting process. In Section III,
we propose a Markov chain model of the slotted CSMA/CA
mechanism integrated with the energy harvesting process.
In Section IV, the model is validated by simulation and we
compare the network performance with different energy har-
vesting rates. Section V concludes the paper.

2. OVERVIEW OF IEEE 802.15.4 SLOTTED
CSMA/CA

In this section, we briefly explain the slotted CSMA/CA
mechanism of the IEEE 802.15.4 standard [1], and highlight
the interaction with an energy harvesting process. In the
slotted CSMA/CA mechanism, there are three important
variables [10] :

1. The Number of Backoffs (NB) is the number of times
the algorithm has performed binary backoff before the
packet transmission attempt. The value is initialized
to 0 for a new transmission attempt.

2. The Contention Window (CW) is the number of back-
off periods that the channel is required to be sensed
idle before the transmission attempt. The value of
CW is initialized to CW0. If the node operation is in
the Japanese 950 MHz band, CW0 shall be set to 1;
otherwise, CW0 shall be set to 2.

3. The Backoff Exponent (BE) controls the number of
backoff periods that the algorithm needs to backoff
before sensing the channel. The number of backoff
periods is a random variable between [0, 2BE-1].

Figure 1: Slotted CSMA/CA mechanism with en-
ergy harvesting

Figure 1 is the flow chart of the slotted CSMA/CA mech-
anism with energy harvesting. First, the variables NB and
CW are initialized to 0 and 2 respectively, while BE is ini-
tialized to min (2, macMinBE) or macMinBE depending on
the battery life extension(BLE). When BLE value is true,
the MAC sublayer limits the random backoff exponent to en-
sure that the backoff duration, CCA and packet transmission
is completed quickly (hence conserving energy). (Step 1).
Next, the algorithm counts down a number of backoff peri-
ods which is randomly selected from [0, 2BE-1] (Step 2). Af-
ter counting down to 0, the algorithm performs Clear Chan-
nel Assessment (CCA) to check if the channel is idle (Step
3). If the channel is idle, CW is decreased by 1 (Step 4). If
CW is equal to 0, the packet can be transmitted (Step 5),
or the CCA is repeated. If the channel is sensed busy, NB is
increased by 1, CW is reinitialized and BE is reinitialized to
min(BE+1, macMaxBE) (Step 6). If macMaxCSMABack-
offs is reached, the packet is discarded (Step 7); otherwise,
the backoff process restarts.

In this paper, we assume the MAC layer checks the re-
maining energy of the device after the packet transmission or
access failure and this is shown in the orange shaded blocks
in Fig. 1. If the energy is below a threshold denoted by
Emin, the energy harvesting process starts, and the energy
is replenished before a new packet transmission attempt.

3. SYSTEM MODEL
In this section, we integrate an energy harvesting process

to the IEEE 802.15.4 slotted CSMA/CA mechanism to char-
acterize the performance of a network of IoT devices powered
by energy harvesting. We focus on a single hop star network,
in which every device transmits packets to the personal area
network (PAN) coordinator and receives an acknowledge-
ment (ACK). In the model, we assume that each device has
a supercapacitor to store energy, and the maximum energy
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Table 1: Symbols used to describe the System Model

Symbol Description

m0 macMinBE

m macMAXCSMABackoffs

W0 2macMinBE

Wi 2iW0, for 1 ≤ i ≤ m
Emax Maximum energy capacity of the supercapacitor

Emin Minimum energy threshold, Lt + (m+ 1) + 1

L0 The number of idle states

Lt Duration for packet transmission and receiving ACK

Pc Probability that collision occurs during packet
transmission

α Probability that the channel is busy in phase CCA1

β Probability that the channel is busy in phase CCA2

q0 Probability that the device keeps idle

capacity of the supercapacitor is Emax unit.
During normal operation, defined as the MAC protocol in

the following set of states: { idle, backoff, channel sensing,
packet transmission}, energy is decreased. After the packet
transmission process (success or collision) is finished, the
device checks its remaining energy level. If the remaining
energy is less than Emin units, the device halts operation and
enters the energy harvesting process; otherwise, the device
waits for a new packet arrival.

3.1 Energy harvesting process
Energy harvesting is the process by which ambient energy

is captured and stored in the supercapacitor. We assume
that the energy harvesting process follows the Poisson pro-
cess to reflect the deployments of IoT in several sensor net-
work scenarios such as structural health monitoring environ-
ments [6], bridge monitoring [3] and harvesting solar energy
in situations whereby the solar irradiance is variable due
to the passing of clouds [2]. The energy harvesting process
stops when the energy level in the supercapacitor reaches
Emax and the CSMA/CA mechanism restarts operation.

3.2 State space of the Markov model
The Markov chain model for the IEEE 802.15.4 slotted

CSMA/CA mechanism with energy harvesting is shown in
Fig. 2. The state space is categorized into four sets of states
and each set is characterized with different indices. Let e(t),
f(t), h(t), s(t) and k(t) be stochastic processes represent-
ing the the backoff stage number, the state of the backoff
counter, the residual energy level of a device, the energy
harvested and the number of packets awaiting transmission
at time t respectively. The tuple {δ(t), e(t), f(t), h(t)} form
the set of transmission states whereby δ(t) is the indica-
tor process of a successful transmission or otherwise defined
in Eq.(1). This set of states are grouped and labelled as “Tx
#0” and “Tx #m” in Fig.2(a).

δ (t) =

{
−1 if transmission successful at time t

−2 if transmission unsuccessfull at time t
(1)

Transmission states {−1, i, j, s} and {−2, i, j, s} represent
the successful and collided packet transmissions respectively
with the indices bounded by i ∈ [0,m], j ∈ [0, Lt − 1] and

s ∈ [Emax − 2−m− Lt, Emax −m− 3].
The backoff process is characterised by stochastic pro-

cesses e(t), f(t) and h(t) and the tuple {e(t), f(t), h(t)} de-
notes the set of backoff states and the set of CCA states
(these sets are labelled as “Backoff” and “Idle” in Fig. 2(a).
Backoff states {i, w, s} are bounded by i ∈ [0,m], w ∈ [1,Wi − 1],
in which i is the backoff stage, and w is the backoff counter.
The first phase (CCA1) and the second phase (CCA2) of the
CCA are denoted by states {i, 0, s} and {i,−1, s} , i ∈ [0,m]
respectively.

The behaviour of an idle device waiting for a new packet
arrival is modelled by k(t) and s(t), therefore the tuple
{k(t), s(t)} denotes the set of idle states with the tuple de-
fined in the range of {c, s}, c ∈ [0, L0 − 1], s ∈ [0, Emax − 1].
Note that the degree of traffic saturation is regulated through
the parameter L0. Finally, the energy harvesting is governed
by a single process s(t) with s ∈ [0, Emax − 1] and it forms
a sub-chain shown in Fig.2(c).

The variable Lt denotes the number of backoff periods for
packet transmission and receiving ACK and it is expressed
as Lt = L+tack +Lack, where L is the number of backoff pe-
riods for packet transmission, tack is the idle period between
the packet transmission and receiving ACK, and Lack is the
number of backoff periods for receiving ACK. Based on the
802.15.4 standard specifications [1] we set tack = 1 backoff
period and Lack = 2 backoff periods. Throughout this paper,
we assume that the duration for successful packet transmis-
sion and the duration for collided packet transmission are
identical.

Recall that the states s ∈ [0, Emax − 1] are energy har-
vesting states with s representing the residual energy level
of the device, and the energy harvesting is governed by a
Poisson process with rate λ. The value of λ dictates the
energy units harvested in a backoff period. According to
the energy consumption rates in different states, we assume
that there is no energy consumption in backoff states [17].
In our model, idle states collectively consume one unit of
energy, thus CCA1 and CCA2 together consume one unit
energy, and each of the transmission state consumes one
unit of energy. The value of Emin is the sum of the energy
consumed during packet transmission, the total number of
backoff stages, and the energy consumed in idle states, thus:

Emin = Lt + (m+ 1) + 1.

In Fig. 2(c), the constant e is equal to Emin−1. Table 1 lists
the symbols and the meanings in the context of the Markov
model.

3.3 State transitions
Our model in Fig. 2 is composed of layers, and these layers

are linked to energy harvesting states. Each layer has the
same structure in terms of states and transitions. When
a device terminates packet transmission and the remaining
energy level s is greater than Emin, the device transits to the
idle state in another layer with probability q0, or transits to
the backoff state with probability 1−q0. But if s is less than
Emin unit, the device transits to the energy harvesting state.
For example, if the packet transmission is done in the state
(−1, 0, Lt− 1, Emax− 2−Lt) and (Emax− 2−Lt) is greater
than Emin, the state of the device transits to the idle state
(0, (Emax − 2− Lt)− 1) with probability q0.

The index of a layer models the remaining energy level of
the device when in idle states and this index is an integer
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(a) Transitions and states of the Markov chain model for CSMA/CA depicted as a single
layer.

(b) Transitions between adjacent CSMA/CA
backoff layers. This figure is connected to
Fig. 2(a).

(c) Transitions and states of the energy harvesting sub-chain.

Figure 2: Markov model
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defined over the range of Emin − 1 to Emax − 1. In en-
ergy harvesting states, the permissible state transitions are
shaded (green in Fig. 2(c)) and the sojourn time of energy
harvesting states follows an exponential distribution.

Using simplified notation Pr{E} where E denotes a tran-
sition event of the MAC, the non-null state transition prob-
abilities of the Markov chain are:

Pr{harvesting one unit of energy}

= P (s+ 1|s) = eλλ, for 0 ≤ s < Emax − 1, (2)

Pr{transit to the first backoff stage from an idle state}
= P (0, w, s|L0, s)

= P (0, 0, s− 1|L0, s)

=
1− q0
W0

, for 1 ≤ w < W0, (3)

Pr{the decrement of the backoff counter}
= P (i, w − 1, s|i, w, s)
= P (i, 0, s− 1|i, 1, s)
= 1, for 0 ≤ i ≤ m and 1 < w < W0, (4)

Pr{new backoff after channel sensed busy during CCA1 or CCA2 }
= P (i, w, s|i− 1, 0, s)

= P (i, 0, s− 1|i− 1, 0, s)

=
α+ (1− α)β

Wi
, for 1 ≤ i ≤ m and 1 ≤ w < Wi, (5)

Pr{channel is idle during CCA1 and CCA2,

upon a successful packet transmission}
= P (−1, i, 0, s− 1|i, 0, s)
= (1− α)(1− β)(1− Pc), (6)

Pr{channel is idle during CCA1 and CCA2,

after a collision}
= P (−2, i, 0, s− 1|i, 0, s)
= (1− α)(1− β)Pc. (7)

The probability that the device is in the wait state (await-
ing packet arrivals) or is charged after the transmission is
denoted by Eq. (8) and Eq. (9) respectively. Therefore, the
non-null transition probabilities are:

Pr{waiting state after a packet transmission}
= P (0, s− 1| − 1, i, Lt − 1, s)

= P (0, s− 1| − 2, i, Lt − 1, s) =

{
q0, if s ≥ Emin

0, if s < Emin

, (8)

Pr{energy harvesting after the packet transmission}
= P (s| − 1, i, Lt − 1, s)

= P (s| − 2, i, Lt − 1, s) =

{
0, if s ≥ Emin

1, if s < Emin

. (9)

If the remaining energy level is below Emin, the device halts
normal operation and the energy harvesting process starts.
Subsequently, the probability that the device is in a wait
state (awaiting packet arrival) or is charged after the access
failure is given by Eq. (10) and Eq. (11). The device waits
for a new packet arrival only if the remaining energy level is

above Emin. Thus, the non-null transition probabilities are:

Pr{waiting state after an access failure}
= P (0, s− 1|m, 0, s)

=

{
q0 × (α+ (1− α)β), if s ≥ Emin

0, if s < Emin

, (10)

Pr{energy harvesting after the access failure}

= P (s|m, 0, s) =

{
0, if s ≥ Emin

α+ (1− α)β, if s < Emin

. (11)

3.4 Stationary distribution
The stationary distribution of the embedded Markov chain

of Fig. 2 is a vector π. For ease of presentation, we decom-
pose the vector into four different states:

• idle states, the stationary probability is

πc,s, c ∈ (0, L0 − 1), s ∈ (Emin − 1, Emax − 1),

• backoff / CCA states, the stationary probability is

πi,w,s, i ∈ (0,m), w ∈ (−1,Wi − 1),

• packet transmission states, the stationary proba-
bility is

π−1,i,j,s and π−2,i,j,s, i ∈ (0,m), j ∈ (0, Lt − 1),

• energy harvesting states, the stationary probability
is

πs, s ∈ (0, Emax − 1),

such that

π = (πc,s ∪ πi,w,s ∪ π−1,i,j,s ∪ π−2,i,j,s ∪ πs) .

Using this notation, the transition probabilities that ap-
pear earlier in Eq. (3) and Eq. (4) are simplified to:

πi,w,s+1 =
Wi − w
Wi

πi,0,s, (12)

where w is from 1 to Wi − 1. Similarly, the transition prob-
abilities in Eq. (5) are expressed as

πi,0,s−i = (α+ (1− α)β)iπ0,0,s. (13)

Summing the state probabilities for a layer indexed by s
(i.e. Eq. (3) - (7), Eq. (12) and Eq. (13)), we obtain the
probability the Markov chain is in layer s:

L0 × π0,s +
π0,0,s−1

2
(
1− (2x)m+1

1− 2x
W0 +

1− xm+1

1− x )

+ (1− α)
1− xm+1

1− x π0,0,s−1 + Lt(1− xm+1)π0,0,s−1

= π0,s × L0 + π0,0,s−1×

{1− (2x)m+1

2(1− 2x)
W0 +

1− xm+1

1− x [
3

2
− α+ (1− x)Lt]},

(14)

where x = α+ (1− α)β.
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From Eq. (14) we expand the expressions for π0,s and
π0,0,s−1 and this yields:

π0,s =

{
πEmax−1

1−q0
, if s = Emax − 1

q0(Qa(s)+Qb(s))
1−q0

, otherwise
, (15)

and π0,0,s−1 is given by:

π0,0,s−1 =

{
(1− q0)π0,s, if s=Emax − 1

(1− q0)(Qa(s) +Qb(s) + π0,s), otherwise
,

(16)

where Qa(s) is the state transition probability to layer s due
to the packet transmission and Qb(s) is the state transition
probability to s conditioned on access failure. Using Eq.
(15) and Eq. (16), we establish the relationship between
π0,s and π0,0,s−1 which expresses the probability the Markov
chain is in state s (Eq. (14)) as a function of π0,s.

The derivation of Qa(s) is as follows: we introduce the
auxiliary variable r = (s+ 1) + Lt, to denote the remaining
energy level of the device during its successful CCA1 and
CCA2. For r+ 1 > Emax − 1, the corresponding Qa(s) is 0,
while for r + 1 ≤ Emax − 1, we obtain Qa(s) as:

Qa(s) =
∑n

i=(r+1)+0
(1− α)(1− β)πi−(r+1),0,r

=
∑n

i=(r+1)+0
(1− α)(1− β)xi−(r+1)π0,0,i−1,

where (r + 1) and n = min (Emax − 1, (r + 1) +m) are the
respective minimum and maximum index of layers that the
state transition from these layers to state (0, s) after the
packet transmission exists. This relationship is direct from
Eq. (6) and Eq. (7). Moreover, from Eq. (10), the expres-
sion for Qb(s) is readily obtained as:

Qb(s) =

{
0, if d > Emax − 1

x× πm,0,s+1, if d ≤ Emax − 1
, (17)

where d = (s + 1) + m + 1, which is the index of the layer
and the state transition from the layer to state (0, s) after
an access failure. When d ≤ Emax − 1, the probability the
Markov chain transits to state s can be rewritten as follows:

Qb(s) = x× πm,0,s+1 = xm+1π0,0,d−1.

Now, we will derive the stationary distribution expressions
for the energy harvesting states πs, s ∈ (0, Emax− 1). Start-
ing from the expressions in Eq. (2), Eq. (9) and Eq. (11),
we have:

πs =


Ra(s) +Rb(s), if s = 0

Ra(s) +Rb(s) + πs−1, if 0 < s ≤ Emin − 1

πEmin−1, if Emin − 1 < s

(18)

where Ra(s) is the probability that the device starts energy
harvesting process with remaining energy level s after the
packet transmission, and Rb(s) is the probability that the
device starts energy harvesting process with remaining en-
ergy level s after the access failure.

The derivation of Ra(s) is similar to that of Qa(s). Denote
the remaining energy level of the device during its successful
CCA1 and CCA2 by u such that u = s+Lt. When u+ 1 >
Emax − 1, the value of Ra(s) is 0. When u+ 1 ≤ Emax − 1,

the expression of Ra(s) is

Ra(s) =
∑k

i=v
(1− α)(1− β)πi−(u+1),0,u

=
∑k

i=v
(1− α)(1− β)xi−(u+1)π0,0,i−1, (19)

where v = max(u + 1, Emin − 1) and k = min((u + 1) +
m,Emax−1) are the minimum and maximum index of those
layers that can transit to state (s) after the access failure,
respectively. The expression of Rb(s) is

Rb(s) =


0, if s+m+ 1 < Emin − 1

0, if s+m+ 1 > Emax − 1

x× πm,0,s, if Emax − 1 ≥ s+m+ 1 ≥ Emin − 1

.

(20)

When s+m+ 1 ≥ Emin − 1, we can rewrite Rb(s) as

x× πm,0,s = xm+1π0,0,s+m

The probability of each state in Eq. (14) - (20) can be
rewritten as a function of π0,0,s−1, s ∈ (Emin− 1, Emax− 1).
Given that we have derived the relations of π0,s and π0,0,s−1,
the sum of the stationary probability of Markov chain can
further be expressed by π0,Emax−1.

We now derive the remaining unknowns α, β and Pc by
considering the sojourn time of the states. Let P be the
limiting probability of the Markov chain in Fig. 2. For
CCA1 states, the limiting probability Pi,0,s and its relation-
ship with πi,0,s is given by:

Pi,0,s = lim
t→∞

Pi,0,s(t) =
πi,0,sE(Ti,0,s)∑
k∈S πkE(Tk)

,

where Tk is the sojourn time of state k, and S presents a
set of discrete states of the Markov chain. Because the so-
journ time of each state in each layer is normalized to a unit
backoff period, and the sojourn time of energy harvesting
states depends only on the harvesting rate λ, the limiting
probability of CCA1 states is readily expressed as a function
of π0,Emax−1.

Next, we introduce a probability τ that the device per-
forms its CCA1 in a random backoff period, which is equal
to the sum of the limiting probability of CCA1 states. Sim-
ilar to [16], the value of τ is given by

τ =

Emax−2∑
s=Emin−2

1− xm+1

1− x P0,0,s. (21)

Now, we can derive the probabilities α, β and Pc. The con-
ditional collision probability Pc is the probability that the
collision occurs during packet transmission. In the slotted
CSMA/CA mechanism, a collision occurs only if at least one
of the remaining N − 1 devices start packet transmission in
a same backoff period. Hence, Pc is

Pc = 1− (1− τ)N−1, (22)

where N is the number of nodes.
The probabilities α and β are the probabilities that the

channel is sensed busy during CCA1 and CCA2:

α = α1 + α2, (23)

where α1 is the probability that the channel is sensed busy
during CCA1 due to the packet transmission (the proof of
(23) appears in [17] and [16].) Since the probability that a
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device starts to transmit a packet is τ(1 − α)(1 − β), and
1 − (1 − τ)N−1 is the probability that at least one of the
N − 1 remaining devices stay in CCA1 states, α1 is

α1 = L(1− (1− τ)N−1)(1− α)(1− β)

and α2 is the probability that the channel is sensed busy
during CCA1 due to ACK transmission, which is expressed
as:

α2 = Lack
Nτ(1− τ)N−1(1− α)(1− β)

(1− (1− τ)N )(1− α)(1− β)

× (1− (1− τ)N−1)(1− α)(1− β)

= Lack
Nτ(1− τ)N−1

1− (1− τ)N
(1− (1− τ)N−1)(1− α)(1− β),

where (1− (1− τ)N )(1−α)(1−β) is the probability that at
least one device can transmit a packet, andNτ(1−τ)N−1(1−
α)(1−β) is the probability that only one device is transmit-
ting the packet. The probability that the channel is sensed
busy (denoted by β):

β =
1− (1− τ)N−1 +Nτ(1− τ)N−1

2− (1− τ)N +Nτ(1− τ)N−1
. (24)

Further details about deriving the probabilities α, β and Pc
appear in [17]. With the complete characterization of these
transition probabilities, the model is solved numerically.

4. MODEL VALIDATION
In this section, we validate the proposed model by simula-

tion, and analyze the performance in terms of delay, through-
put and reliability. The simulation is developed in Matlab.

4.1 Simulation Setup
The algorithm follows the pseudo code proposed in [17]

and we extend it to accommodate acknowledgements and
the unsaturated traffic conditions. Because the device only
changes state at the backoff period boundaries, we normalize
the simulation step to one backoff period. The total simula-
tion time is 108 backoff periods. The simulation is performed
10 times with different random seeds, and it shows that the
percentage differences of each result value and the average
value are all less than 1%.

4.2 Expression of Throughput and Delay
The average throughput from the simulation is simply:

Throughput(sim) =
ns × L

Tsimulation

where ns denotes the number of successfully transmitted
packets, and Tsimulation refers to the total simulation time.
The unit of the packet length L and the unit of simulation
time are both a backoff period. Similarly to [17], we derive
the average throughput from our analytical model in Section
III by the following expression:

Throughput(ana) = LNτ(1− τ)N−1(1− α)(1− β)

Next, we derive the average delay. We define the average
delay of a packet as the time from the first attempt of back-
off, until the time when the ACK is received. Consistent
with the analytical model, we do not consider the delay of
discarded packets due to the collision or access failure. The

Table 2: energy harvesting rate with 10cm2 or 10cm3

harvesting material

Material

Power Energy Energy

Density Harvesting Harvesting

(µW/cm2) Rate (mW) Rate†

Electromagnetic [19] 433** 4.33 0.144

Piezoelectric [7] 106.9** 1.069 0.0356

Electrostatic (Tribo-
electric) [18]

0.648 0.0064 0.0002

Thermoelectric [12] 60 0.6 0.02

Solar - direct sun-
light [14]

16800 168 5.6

† the energy units harvested in a backoff period
** unit is µW/cm3

expression of the average delay is as follows:

Delay(sim) =
Tdelay

ns
× T

where Tdelay denotes the sum of packets’ delay while T is the
length of the backoff period. According to IEEE 802.15.4
standard [1], a backoff period is 20 symbols long (aUnit-
BackoffPeriod), and 1 symbol is 4 bits. For a typical bit
rate of 250kbps, T is 80bits

250kbps
= 0.32ms.

The derivation of the average delay from the analytical
model is similar to that in [16]. However, in our model, we
assume that the packet is dropped if the collision or access
failure occurs, so macMaxFrameRetries = 0.

4.3 Model Validation and Performance Anal-
ysis

The energy harvesting rates from different energy harvest-
ing technologies with dimension 10cm2 or 10cm3 is listed in
Table 2. In [19], they harvested energy through an electro-
magnetic transducer constructed with two permanent mag-
nets and a 11cm3 coil. Output power of 4.33mW is achieved
with a 90Ω load resistor connected to the transducer. In [7],
the energy is harvested using piezoelectric bimorph/magnet
compsites and an AC power line. When the power is switched
on, the AC magnetic field interacts with the magnetization
of the magnet inciting the piezoelectric cantilever. In [18],
they implement the electrodes, diode ladder circuit and a
energy harvesting circuit on skirt paddles. Due to the tri-
boelectric effect, these paddles generate electrostatic energy
when brushed rapidly against each other.

In [12], they wear the 9cm2 thermoelectric energy har-
vester on the wrist. Using the temperature difference be-
tween the skin and ambient temperature, the thermoelec-
tric energy is generated. The maximum generated power is
about 60µW/cm2 indoors and about 600µW/cm2 at a tem-

perature of 0
◦
C. In [14], the National Institute of Water

and Atmospheric Research(NIWA) conducts the SolarView
calculation for a year in Kelburn, Wellington. The average
Solar Energy reachers 168mW.

In this paper, we assume that the energy consumption rate
for packet transmission is 30mW [16], and the actual length
of a backoff period is 0.32ms. Using this relationship, the
energy harvesting rate from mW is easily converted to the
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Figure 3: The average throughput derived from the simulation (sim) and analytical model (ana) under
different parameter setting. The parameter Emax = 30 for the network with energy constraint, q0 = 0.3, m0 = 3
and m = 4

energy unit per backoff period and this is used to tabulate
the harvesting rate in the fourth column of Table 2. In
the paper, we choose the harvesting rate λ = 5, 0.1, 0.02 as
the simulation parameter, in which the rate = 5 is close to
the rate given by outdoor solar energy harvesters, the rate
= 0.1 is close to the rate given by electromagnetic energy
harvesters, and rate = 0.02 is close to the rate given by
thermoelectric energy harvesters.

Fig. 3 compares the average throughput derived from
the simulation and our analytical model. The analytical
model matches the simulation result closely. Subsequently,
we analyze the throughput of the network under different
energy harvesting rate λ. The energy harvesting rate is the
average unit of the energy harvested in one backoff period.
In our results, the curves/points labelled “standard” refer to
the basic IEEE 802.15.4 protocol in which the devices have
no energy constraint (i.e. no energy harvesting state in the
model). It should be noted that the evaluation is also carried
out under reasonable heavy traffic (i.e. q0 = 0.3).

From the performance evaluation: (i) the throughput of
the network with solar energy harvesting sources is almost
equal to the throughput of network without energy con-
straint, and (ii) a higher energy harvesting rate yields a
lower throughput. In line with our expectations, there is
an upper bound on the throughput. Our evaluation also
agrees with results from previous studies that show that
energy harvesting directly affects the throughput, but our
results go one step further and show that it is range bound
(as evidenced by the asymptotic levelling of throughput).
The reasoning behind the better performance is that energy
harvesting nodes introduce lesser contention because of their
intermittent transmission attempts which essentially reduces
the overall attempts on the channel. It is well known that
CSMA protocols suffer throughout degradation when large
number of nodes compete for access [22], and in this case,
the energy harvesting states reduces the number of devices
contending for channel access thus improving throughput.

Next, we analyze the throughput of the network with dif-
ferent packet lengths L. By comparing Fig. 3(a) and Fig.

3(b), we observe that with the same number of nodes and
the same energy harvesting rate, the network with longer
packet length L has better throughput. When L becomes
bigger, the value of Emin increases, which means that the
number of times a device attempts to transmit a packet be-
fore the energy harvesting process starts may decrease. But
the simulation result shows that the length of a packet L
has more influence than the value of Emin on the network
throughput.

Figure 4 plots the average delay versus the number of
nodes. The result of the analytical model tracks the sim-
ulation result well. We observe that the average delay of
the network without the energy constraint is higher than
the network with energy harvesting sources, and with the
fixed number of nodes, the average delay decreases as the
energy harvesting rate decreases. It is interesting that with
lower energy harvesting rate, the delay increases faster as
the number of nodes increases. By comparing Fig. 4(a) and
Fig. 4(b), it is clear that with the same energy harvest-
ing rate and the number of nodes, the larger packet lengths
yields higher delay, and the delay is exaggerated when the
number of nodes increase.

In Fig. 5, we seek to determine the network performance
as a function of parameter Emax. We compare the network
throughput, delay and reliability with different energy har-
vesting rate and Emax = 30, 40, 50, and 60. We find that the
performance difference is insignificant with increasing Emax.
Hence, we conclude that when the energy harvesting rate λ
is between 0.02 and 1 with Emax is between 30 to 60, Emax

is not an important factor on the network performance.
Based on the results presented in Figs. 3–5, we demon-

strated that our Markov chain model successfully predicts
the behavior of the slotted CSMA/CA protocol of IEEE
802.15.4 standard with energy harvesting process. Addi-
tionally, we reaffirm previous findings [21] that the network
performance is indeed different if the energy constraint of
each device in considered.
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Figure 4: The average delay derived from the simulation(sim) and analytical model(ana) under different
parameter setting. The parameter Emax = 30 for the network with energy constraint, q0 = 0.3, m0 = 3 and
m = 4

5. CONCLUSIONS
In this paper, we have analyzed the performance of the

slotted CSMA/CA mechanism of the IEEE 802.15.4 stan-
dard taking into consideration the energy harvesting process
in each IoT device. Insights to networked IoT performance
with energy harvesting is expected to contribute to improv-
ing the prevailing energy constraints plaguing WSNs.

A Markov chain model is presented to analyze the per-
formance of the slotted CSMA/CA mechanism with the en-
ergy harvesting process, and the performance is compared
in terms of throughput, delay and reliability. The validity
of the proposed model is proven by simulation. Analytical
result shows that the performance of IoT devices with en-
ergy harvesting sources is different from typical CSMA/CA
curves. We find that IoT devices with higher energy har-
vesting rate may have lower throughput if the network has
large number of active nodes.

As the first attempt to incorporate energy harvesting pro-
cess into the CSMA/CA mechanism for IEEE 802.15.4 stan-
dard, we make the assumption that the energy harvesting
process follows the Poisson distribution and devices consume
energy in discrete units. In practice, these assumptions may
introduce errors into the predicted performance. Relaxing
the above mentioned assumptions are immediate directions
to improve the model and is left as the future work.
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