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Abstract

The LONGEST COMMON SUBSEQUENCE problem is examined from the point of view
of parameterized computational complexity. There are several ways in which param-
eters enter the problem: the number of sequences to be analyzed, the length of the
common subsequence, and the size of the alphabet. Lower bounds on the complexity
of this basic problem imply lower bounds on more general sequence alignment and
consensus problems. At issue in the theory of parameterized complexity is whether a
problem can be solved in time O(n®) for each fixed parameter value k, where « is a
constant independent of k (termed fized-parameter tractability). It can be argued that
this is the appropriate asymptotic model of feasible computability for problems for
which a small range of parameter values cover important applications — a situation
which certainly holds for many problems in sequence analysis. Our main results show
that: (1) The LONGEST COMMON SUBSEQUENCE (LCS) parameterized by the number
of sequences to be analyzed is hard for Wt for all ¢. (2) The LCS problem problem,
parameterized by the length of the common subsequence, belongs to W[P] and is hard
for W[2]. (3) The LCS problem parameterized both by the number of sequences and
the length of the common subsequence, is complete for W[1]. All of the above results
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are for unrestricted alphabet sizes. For alphabets of a fixed size, problems (2) and (3)
are fixed-parameter tractable. We conjecture that (1) remains hard.

1 Introduction

The computational problem of finding the longest common subsequence of a set of k strings
(the LCS problem) has been studied extensively over the last twenty years (see [Hir83,IF92]
and references). This problem has many applications. When k& = 2, the longest common
subsequence is a measure of the similarity of two strings and is thus useful in in molecular
biology, pattern recognition, and text compression [San72,LF78 Mai78]. The version of LCS
in which the the number of strings is unrestricted is also useful in text compression [Mai78],
and is a special case of the multiple sequence alignment and consensus subsequence discovery
problems in molecular biology [Pev92,DM93a,DM93b].

To date, most research has focused on deriving efficient algorithms for the LCS prob-
lem when k = 2 (see [Hir83,IF92] and references). Most of these algorithms are based on
the dynamic programming approach [PM92], and require quadratic time. Though the k-
unrestricted LCS problem is NP-complete [Mai78], certain of the algorithms for the k = 2
case have been extended to yield algorithms that require O(n*~1) time and space, where
n is the length of the longest of the k strings (see [[F92] and references; see also [Bae91]).
Though such algorithms are polynomial-time for each fixed k, it would be interesting to
know whether “truly” polynomial-time algorithms exist for each fixed k, i.e. does there an
exist an algorithm for the k-fixed LCS problem with running time O(f(k)n¢), where f() is
some function and c is a constant independent of k7

In this paper, we analyze the LONGEST COMMON SUBSEQUENCE problem from the point
of view of parameterized complexity theory introduced in [DF92]. The parameterizations of
the problem that we consider are defined as follows.

LONGEST COMMON SUBSEQUENCE (LCS-1, LCS-2 and LCS-3)

Instance: A set of k strings X, ..., X over an alphabet X, and a positive integer m.
Parameter 1: k (We refer to this problem as LCS-1.)

Parameter 2:  m (We refer to this problem as LCS-2.)

Parameter 3:  (k,m) (We refer to this problem as LCS-3.)

Question: Is there a string X € ¥* of length at least m that is a subsequence of X; for
i=1,..,k 7

In the §2 we give some background on parameterized complexity theory. In §3 we detail
the proof that LCS-3 is complete for W[1]. This implies that LCS-1 and LCS-2 are W[1]-
hard, results which can be improved by more elaborate arguments to show that LCS-1 is
hard for Wt] for all ¢, and that LCS-2 is hard for W[2]. Concretely, none of these three
parameterized versions of LCS is thus fixed-parameter tractable unless the well-known (and
apparently resistant) k-CLIQUE problem (and a host of others) are fixed-parameter tractable.



Alphabet Size |X|

Problem | Fixed | Unbounded | Fixed
LCS1 | k | Wilhad, t>1] 7
LCS-2 m W[2]-hard FPT
LCS-3 | k,m | W[l]-complete | FPT

Table 1: The Parameterized Complexity of the LCS Problem.

Our results are summarized in the following table.

2 Parameterized Computational Complexity

The theory of parameterized compuational complexity is motivated by the observation that
many N P-complete problems take as input two objects, for example, perhaps a graph G and
and integer k. In some cases, e.g., k-VERTEX COVER and k-MIN CUT LINEAR ARRANGE-
MENT, the problem can be solved in linear time for every fixed k. For contrasting examples
such as k-CLIQUE, k-DOMINATING SET and k-BANDWIDTH, the best known algorithms are
based essentially on brute force, and require time Q(n*). If P = NP then all of these prob-
lems are fixed-parameter tractable. The theory of parameterized computational complexity
explores the apparent qualitative difference between these two classes of problems, and is
particularly relevant to problems where a small range of parameter values covers important
applications. This is certainly the case for many problems in computational biology. For
these the theory offers a more sensitive view of tractability vs. (apparent) intractability
than the theory of NP-completeness and may be a more appropriate complexity-analytic
tool. The framework of the theory is sketched as follows.

Parameterized Problems, Fixed-Parameter Tractability and Reductions A pa-
rameterized problem is a set L C »* x ¥* where ¥ is a fixed alphabet. For convenience,
we consider that a parameterized problem L is a subset of L C ¥* x N. For a parameter-
ized problem L and k € N we write Ly to denote the associated fixed-parameter problem
Ly = {x|(z, k) € L}. We say that a parameterized problem L is (uniformly) fized-parameter
tractable if there is a constant o and an algorithm & such that ® decides if (z,k) € L in
time f(k)|x|* where f : N — N is an arbitrary function. Where A and B are parameterized
problems, we say that A is (uniformly many:1) reducible to B if there is an algorithm ® which
transforms (z, k) into (2/, g(k)) in time f(k)|x|*, where f,g : N — N are arbitrary functions
and « is a constant independent of k, so that (z,k) € A if and only if (2, g(k)) € B.

Complexity Classes The classes of the W hierarchy are based intuitively on the com-
plexity of the circuits required to check solutions. A Boolean circuit defined to be of mized
type if it consists of circuits having gates of the following kinds: (1) Small gates: not gates,
and gates and or gates with bounded fan-in. (2) Large gates: and gates and or gates with



unrestricted fan-in. The depth of a circuit C' is defined to be the maximum number of gates
(small or large) on an input-output path in C'. The weft of a circuit C' is the maximum num-
ber of large gates on an input-output path in C'. We say that a family of decision circuits F
has bounded depth if there is a constant h such that every circuit in the family F' has depth
at most h. We say that F' has bounded weft if there is constant ¢ such that every circuit in
the family F' has weft at most t. The weight of a boolean vector x is the number of 1’s in
the vector.

Definition. Let F' be a family of decision circuits. We allow that F' mayPha2 QQJvpn—Pdifferent
circuits with a given number of inputs. To F' we associate the parameterized circuit problem

Lr ={(C k) : C accepts an input vector of weight k}. A parameterized problem L belongs

to W{t] if L reduces to the parameterized circuit problem Lpq ) for the family F(t,h) of
mixed type decision circuits of weft at most ¢, and depth at most h, for some constant h. A
parameterized problem L belongs to W[P] if L reduces to the circuit problem Lpg, where F

is the set of all circuits (no restrictions). We designate the class of fixed-parameter tractable
problems FPT.

FPT CW[]CW[2]C-.-- CW[P]

All of the following problems are now known to be complete for W{[l] : SQUARE TILING,
INDEPENDENT SET, CLIQUE, and BOUNDED POST CORRESPONDENCE PROBLEM, k-STEP
DERIVATION FOR CONTEXT-SENSITIVE GRAMMARS, VAPNIK-CHERVONENKIS DIMENSION,
k-STEP HALTING PROBLEM FOR NONDETERMINISTIC TURING MACHINES [CCDF93, DEF93,
DFKHW93]. Thus, any one of these problems is fixed-parameter tractable if and only if all
of the others are.

3 The Reductions

In general, issues in parameterized complexity tend to be more difficult to resolve than cor-
responding issues in traditional (e.g. NP-completeness) complexity analysis. The reductions
by which our main theorems are established are quite complicated and can only be sketched
in this abstract.

Theorem 1. LCS-3 is complete for W[1].

Proof Sketch.  Membership in W[l] can be seen by a reduction to WEIGHTED CNF
SATISFIABILITY for expressions having bounded clause size. The idea is to use a truth
assignment of weight k2 to indicate the k positions in each of the & strings of an instance of
LCS-3 that yield a common subsequence of length k. Details are omitted for this abstract.

To show W/[l]-hardness we reduce from k-CLIQUE. Let G = (V,E) be a graph for
which we wish to determine whether G has a k-clique. We show how to construct a family
Fe of k' = f(k) sequences over an alphabet 3 that have a common subsequence of length
k" = g(k) if and only G contains a k-clique. Assume for convenience that the vertex set of



GisV ={1,...,n}.

The Alphabet We first describe the alphabet ¥ = 1 U 35 U 33 U 34. We refer to these
as vertexr symbols (31), edge symbols (35), vertex position symbols (X3), and edge position
symbols (Xy4).

Si={alp,g,r]: 1<p<k 0<g<1, 1<r<n}

Yo ={Bli,7,qu,v]: 1<i<j<k 0<¢<1, 1<u<v<n, w € E}
Y3 ={Vp.q,b: 1<p<k, 0<qg<1,0<b<1}
Sy ={6[i,j,q,b]: 1<i<j<k 0<qg<1,0<b<1}

We will use the following shorthand notation to refer to various subsets of 3. The
notation indicates which indices are held fixed to some value, with the symbol * indicating
that the index should vary over its range of definition in building the set. For example,
Yilp,*, ] ={alp,q,r] : 0 <q <1} is the set of two elements with the first and third indices
fixed at p and r, respectively.

The Target Parameters There are fi(k) = 2k + k(k — 1) = k* + k position symbols (in
Y3 and X4). We take w = fi(k)*+ 1, ¥ = fi(k) + 2, and ¥’ = (w + 1) f1(k).

Symbol Subsets and Operations It is convenient to introduce a linear ordering on X
that corresponds to the “natural” order in which the various symbols occur, as illustrated
by the example above. We can achieve this by defining a “weight” on the symbols of ¥ and
then ordering the symbols by weight.

Let N = 2kn (a value conveniently larger than k and n). Define the weight ||a|| of a
symbol a € ¥ by

pN® +gN° +r if a=alp,qr] e
al| = ¢iN® + qjN® + ¢ N* + ¢jN3 + ¢iN3 + uN +v if a = B[i, ], q,u v] € 3y
pN6 + gN® + bN? if a="[p,q,b € X3

¢iN® + qjNO + ¢ N* + ¢'jN® + giN®* + bDN?  if a = 6[i,j,q,b] € 54
where ¢’ = (¢ — 1)%

Define a linear order on ¥ by a < b if and only if ||a|| < ||b]|. The reader can verify that,
assuming a < b < ¢, the symbols of the example sequence o(a, b, ¢) described above occur in
ascending order.

For a,b € ¥, a < b, we define the segment X (a,b) to be X(a,b) = {e € ¥ : a < e < b},
and we define similarly the segments 3;(a, b).

If T is a finite set of symbols, then it is easy to see that there is a “universal” string
(mI') € T'* of length m|I'| that contains as a subsequence every string of length at most m
oveY .avma, for example, by running through the symbols in I' m times. We will use the
notation (ml") to refer to any choice of such a string. Where m is unimportant except that



it be “large enough” (with the understanding that this means also “not too large”) we may
write (xI") for convenience.

If ' C 3, let (T I') be the string of length |I'| which consists of one occurence of each
symbol in I' in ascending order, and let (| I') be the string of length |I'| which consists of
one occurence of each symbol in I' in descending order.

String Gadgets We next describe some “high level” component subsequences for the
construction. In the following let J denote either 1 or |. Product notation is interpreted as
refering to concatenation.

Vertex and Edge Selection Gadgets
(I vertex p) = ~[p,0,0]" (T Xu[p, 0, #])v[p, 0, 1]
(I vertex p echo) = 7y[p, 1,0]"(] X1[p, 1, +])7y[p, 1, 1]*
<$ edge (Z’j)> = 5[27]7 07 O]w(i EQ[iaja Oa *, *])6[7’7]7 Oa ]-]w
(1 edge (i, ) echo) = 8li, 4,1, 0] (} Safi, 4, 1,  +])oli, j, 1, 1]
(T edge (i, ) from u) = 4[i, j,0,01" (] E2[i, 5, 0, u, %])d[i, 4,0, 1]*
(T edge (i,7) to v) =4[, j, 1,01 (T X2[é, 4, 1, %, v])d][¢, 7, 1, 1]*

Control and Selection Assemblies

(3 control p) = (J vertex p) (pl:[ (3 edge (s,p) echo>)

s=1

( I ¢ edge (p, 3))) (1 vertex p echo)

s=p+1

(T choice p) = H( [p,0,0]"a[p, 0, x]y[p, 0, 1]* HTedge t,p) to x)

r=1
k
H (1 edge (p,t) from z)v[p, 1,0/“alp, 1, z]y[p, 1, 1]*
t=p+1
down to 1 —
(4 choice p) = 11 v[p, 0, 0]“a[p, 0, z]v[p, 0, 1]* H 1 edge (t,p) to x)
k
IT (4 edge (p,t) from x)y[p, 1,01 ap, 1, ]y[p, 1,1]*
t=p+1



Edge Symbol Pairing Gadget
(edge (i,) from w to v) = i, 5, 0,u, 2] (+2(8[i, 1,0, 1],8[i, 5, 1,0])) Bli j, 1, u, ]

The Reduction We may now describe the reduction. The instance of LCS-3 consists of
strings which we may consider as belonging to three subsets: Control, Selection and Check.
The two strings in the Control set are

k
X1 = [J( 1 control t)
t=1
k
X, = [[({ control ¢)
t=1

The 2k strings in the Selection set are, for p =1, ..., k

p—1 k
Y, = (H (1 control t}) (1 choice p) ( 11 (+ control t>)
t=1 t=p+1

p—1 k
Y, = (H (4 control t)) (4 choice p) ( IT (1 control t))

t=1 =p+1

The 2(2) = k(k — 1) strings in the Check set are, for 1 <i < j <k

Zij = (ﬁ(T control t>> (1 vertex i) (ﬁ (1 edge (s,1) echo>> ( ﬁ (1 edge (i, s)})

t=1 s=1 s=it1
lext
d[i, 4,0,0]” H (edge (i,7) from u to v)
1<u<v<n
uv € B
j—1 k
oli, j, 1,1]" ( [T (1 edge (s.)) ech0>) ( [T (t edge (]}S)>>
s=i+1 s=j+1
k
(1 vertex j echo)( ] (1 control ¢)
t=j+1
i—1 i—1 j-1
Zi; = (H(i control t}) (] vertex 1) (H@ edge (s,1) echo)) ( 1T  edge (i, 3)})
t=1 s=1 s=it1
lex|
§i, 3,0,0]" 1T (edge (i, ) from u to v)
1<u<v<n
uv € B



oli, j, 1,1]" ( ]1:[ (4 edge (s, ) eChO)) ( IT (4 edge (]3@))
s=i+1 s=j+1
(} vertex j echo)( ] ({ control ¢)

t=j+1

We comment that the key difference between Z; ; and Z; ; is that in Z; ; the edge sym-
bol pairing gadgets occur in increasing lexicographic order, and in Z; ; the gadgets are in
decreasing lexicographic order.

Proof of Correctness Where S; and S, are strings of symbols, let 1(S7, S;) denote the
maximum length of a common subsequence of S; and S5. In the Control Strings X; and
X, we distinguish certain substrings that we term positions. Note that both of these strings
are formed as the concatenation of four different kinds of substrings: (vertex), (vertex echo),
(edge) and (edge echo), and that each of these “vertex and edge selection” substrings begins
and ends with a matched pair of substrings of repeated symbols from Y3 (in the case of
vertex selection), or from >, (in the case of edge selection). These matched pairs of position
symbol substrings determine a position — note that these position symbol substrings (and
therefore the positions defined) occur in the same order in X; and X,. Thus there are
k(2+k—1) = k* + k positions.

Between a matched pair of position symbol substrings in X; there is a set of symbols
in increasing order that we will term a set of (vertex or edge) stairs, and in X, in the
corresponding position there occurs the same set of symbols in decreasing order. The proof
of the following Claim 1 is trivial, and the proof of Claim 2 is omitted for reasons of space.

Claim 1. Suppose X is a linearly ordered finite alphabet, and that S 1 is the string consisting
of the symbols of ¥ in increasing order, and that S | is the symbols of ¥ in decreasing order.
Then I(S 1,5 ]) = 1. O

Claim 2. A common subsequence C' of the control sequences X; and X, of maximum
length [ satisfies the conditions: (1) | = k”, and (2) C consists of the position symbol
substrings (common to X; and X5) together with one symbol in each position defined by
these substrings.

By Claim 2, if C' is a common vertex of X; and X, of length k”, we may refer unam-
biguously to the vertices and edges represented in the various positions of C'. In particular,
note that these positions occur in k vertex units, each of which consists of an initial vertex
position, followed by k—1 edge and edge echo positions and concluding with a terminal vertex
echo position. If uv is an edge of the graph with u < v, then we refer to u as the initial
vertex and to v as the terminal vertex of the edge. The following can be proved.

Claim 3. 1If C is a subsequence of length k” common to the Control and Selection sets,
then in each vertex unit: (1) the vertex u represented in the initial vertex position is also
represented in the terminal vertex echo position, (2) each edge represented in an edge echo



position has terminal vertex u, and (3) each edge represented in an edge position has initial
vertex u.

The length w substrings of the position symbols 4[i, 7,0,0] and §[i, 7,0,1] in C' define
the (i,7)" edge position in the i vertex unit and the length w substrings of the position
symbols §[i, j, 1,0] and 4], 5,1, 1] in C define the (i, 7)) edge echo position in the j* vertex
unit. We term these a corresponding pair of edge and edge echo positions.

Claim 4. 1If C is a subsequence of length &” common to the Control, Selection and Check
sets, then for each corresponding pair of an edge position and an edge echo position, the
same edge must be represented in the two positions.

Proof.  Suppose C' is a subsequence of length k” common to the Control and Selection
sets. We argue that if C' is also common to Z;; and Z; ; then Lemma holds for the (i, )"
corresponding pair of positions. Let C;; and C7; denote specific subsequences of Z; ; and

Z} ; isomorphic to C.

It is convenient to consider Z;; (and similarly Z;;) under the factorization Z;; =
sz(l)Z@J(2)ZZJ (3) where
lex?t
Z:i(2) = 11 (edge (i,7) from u to v)
1<u<v<n
w el

and where Z; ;(1) and Z; ;(3) are the appropriately defined prefix and suffix (respectively)
of ZZJ

Since none of the position symbols in Z; ;(1) or Z; ;(3) occur in Z; ;(2), all of the position
symbols in Z; ;(1) and Z; ;(3) must belong to C; ;. Similarly, all of the position symbols in
Z; (1) and Z] ;(3) must belong to Cj;. This implies, by Lemma 2, that C;; U Z; ;(2) =
Ci; U Z; ;(2) begins with a symbol 3[i, j,0,u,v] and ends with a symbol 3[i, j,0,x,y]. We
argue that necessarily v = x and v = y.

iFrom the fact that 5[i, j, 1, x,y] follows S[i, 7,0, u,v] in Z; ;(2), and from the construc-
tion of the latter in increasing lexicographic order, we may deduce that (u,v) precedes (x,y)
lexicographically. Similarly, since Z; ;(2) is constructed in decreasing lexicographic order, we
obtain that (x,y) precedes (u,v), and therefore (z,y) = (u,v). O

We now argue the correctness of the reduction as follows. If G has a k-clique, then
it is easily seen that there is a common subsequence of length £” in which the k vertex
units represent the vertices of the clique, and the edge and edge echo positions within each
vertex unit represent the edges incident on the represented vertex of the unit in increasing
lexicographic order. (Each edge is thus represented twice, in the vertex units corresponding
to its endpoints, first in an edge position in the initial vertex unit, and second in an edge
echo position in the terminal vertex unit.)

Conversely, suppose there is a common subsequence C' of length £”. By Claims 2 and



3, C represents a sequence of k vertices of G. That these must be a clique in G follows
from Claim 4 and the definition of the “edge from” and “edge to” gadgets, which restrict
the edges represented in a vertex unit to those present in the graph and for which the vertex
is, respectively, initial or terminal. That completes the proof. O

Theorem 1 implies immediately that LCS-1 and LCS-2 are hard for W([l]. We can
strengthen this result by more complicated reductions that space limitations preclude de-
scribing in this abstract.

Theorem 2. LCS-1 is hard for W[t] for every positive integer t.
Theorem 3. LCS-2 is hard for W{[2], and belongs to W/[P].

4 Conclusions

Our results have implications for the fixed-parameter tractability of the multiple sequence
alignment and consensus subsequence discovery problems in molecular biology because the
LCS problem is a special case of each of these problems.

One weakness of our results is that we consider above only the case of unbounded
alphabet sizes. When the size of the alphabet is a fixed constant, it is easy to observe that
LCS-2 (and thus also LCS-3) are fixed-parameter tractable. We conjecture, but do not yet
have a proof, that LCS-1 remains hard for Wt] for all ¢, for alphabets of size at least 2.
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